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Abstract. CAN is awell known fieldbus standard used in safety critigglleca-
tions of embedded systems. However, steadily increasirapuahof exchanged
information in such systems has led to the use of SwitchedrE#t like solu-
tions. Mixed CAN/Switched Ethernet architectures allovbypass CAN limita-
tions while preserving the widely used CAN technology. Idearto use this kind
of architecture in safety critical applications a completalt tolerance analysis
is mandatory. In this paper, we use a simulation-based-iajaittion technique
to analyse the impact of different types of errors on thegretiage of application
frames missing their deadlines. Results show that difteggres of errors don't
have the same impact on different types of traffic. Moreokéas shown that
the re-emission of corrupted frames can have a negativecingpethe system’s
global performance.

1 Introduction

The Controller Area Network (ISO-CAN, 1993) is a well-knovieldbus standard that
provides a real-time performance with a fair reliabilitygdee, at a very low cost. The growing
use of CAN in safety-critical real-time applications of emdded systems, such as automo-
tive or avionic ones, has led to concerns regarding thehiétiaevaluation of these systems.
Moreover, the amount of exchanged information in such systeas steadily increased over
the years and is now reaching the traditional fieldbussesdtdj namely bandwidth limits.

So as to overcome those limits, Switched Ethernet like Elatare more and more envi-
sioned, for example in avionics systems with the AFDX (ARIQ2), (Charara et al., 2006).
We have proposed a mixed CAN/Switched Ethernet architeetsian alternative between pure
CAN and pure Switched Ethernet architectures (Scharbaal, &005b).

In order to successfully use this architecture in safettyeat applications, a complete fault-
tolerance analysis is needed. Fault-injection is the tiecienthe most often used by system'’s
designers in order to analyse the dynamic behaviour of thesy; in the presence of faults.

This paper is an elaboration of the work presented in Befdoida et al. (2006). In this
paper we present an overview of the different types of maatalisconsequently different fault-
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models that can be used in a simulation-based fault-igedgchnique. Namely, the results
presented include more elaborated fault-models and difteénjection locations.

The remainder of the paper is organised as follows. Sectjme:nts the CAN/Switched
Ethernet architecture used in this study. In Section 3 weudis the different parameters: type
of model, type of fault-model and description level. Settib describes our experimental
approach and gives results obtained with the experimenmslly Section 5 summarises the
work and suggests future considerations.

2 Mixed CAN/Switched Ethernet Architecture

The network architecture includes the two communicatiochtelogies CAN and Switched
Ethernet. In this section, we present briefly those two teldgies. Then, we describe the
network architecture that we will consider in the remaingfghe paper. Finally, we explain
the kinds of traffic considered over the network architeztur

2.1 CAN Protocol

CAN (Controller Area Network) ISO-CAN (1993) is a serial comnication protocol
suited for networking sensors, actuators and other nodeslftime systems. The CAN spec-
ification defines several versions of the protocol for thegatgl and the data link layer. In this
paper, we shortly present CAN 2.0 A.

The CAN addressing system is based on message identifiersima& fdoes not have a
destination nor a source address. All frames are broadtastehe bus. Stations get the
frames they are interested in by a filtering process of thetifiers.

The frame format is depicted in Fig. 1. The relevant fieldstifier remainder of the paper
are: the identifier field (which identifies the data contaimetthe frame), the DLC field (which
gives the length, in bytes, of the data field) and the datafiidh is the payload of the frame.
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FiG. 1 — CAN frame (sizes in bits).

Bit-stuffing is used to avoid the transmission of long segesrof bits with identical value
(Nolte et al., 2001). As soon as 5 bits of identical value emrgmitted, a bit of opposite value
is automatically inserted. This mechanism is valid for thele frame, except IFS, EOF, ACK
and the last bit of CRC.

The medium access method (MAC) is CSMA/CR (Carrier SensdiplellAccess / Colli-
sion Resolution): the starting of frame transmissions entihs are synchronous. When two
or more stations start a transmission simultaneously, nieength the highest priority identifier
(lowest value) wins and the others stop their transmissitiis is implemented by a collision
detection on a bit by bit basis. When a station transmits legsie bit) and detects O (domi-
nant bit), it knows that a frame with a higher priority is bgitnansmitted and, consequently, it
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immediately stops transmission. This mechanism guamastiet priority order on identifiers,
provided identifiers are unique. It implies limitations b&tbandwidth and the maximal length
of the bus (e.g. 1 Mbs for 40 meters).

A data frame is acknowledged using the first bit of the ACK fidlds transmitted recessive
by the emitter of the frame and dominant by each station #@ives successfully the frame.
That means that, when the emitter detects a recessive valie dirst bit of the ACK field, it
can conclude that no station has received its frame coyrectl

CAN offers powerful error detection mechanisms. As soon staion detects an error on
the bus, it emits an error frame, composed of an error flagdgirinant bits), followed by
an error delimiter (eight recessive bits). As every stalian to detect the error, the length of
the aggregate error frames is between 14 and 20 bits (se€FB0(1993) for details). The
aggregate error frame is followed by an interframe spaceaanther data frame transmission.
The following error types are detected:

1. 6 consecutive bits with the same value during the fram#égowhere bit-stuffing is
active;

2. adominant bit is transmitted and a recessive bit is receiv

3. arecessive bit is transmitted outside the Identifier aB#& Aields and a dominant bit is
received;

4. the received and computed CRC are different;

5. the first bit of the ACK field is received recessive;

6. a fixed bit is received with a wrong value (e.g. the last bihe CRC field is received
dominant).

Also, in order to limit the consequences of a permanentlitfatation on the whole network,
a confining mechanism is used (see ISO-CAN (1993) for détails

2.2 Full Duplex Switched Ethernet

Full duplex switched Ethernet is an enhancement of Etherfiée Ethernet link layer
(IEEE802.3, 2002) is designed for computer local networkeng high bandwidth and low
cost hardware is more important than guaranteed deadlimt#srgitter.

The Ethernet addressing system is based on MAC addressgsE##ernet entity has a
unigue MAC address. In each frame, the destination (unidaetdcast or multicast) and
source addresses are inserted. Frames are broadcastexlghyical layer. Entities get the
frames there are interested in by a filtering process.

Full duplex switched Ethernet is a way to bypass the CSMA/GHliom access strategy
of Ethernet: each station is directly connected to an E#teswitch with a full duplex link.
This way the medium is always free. Consequently guaranpeetbrmances are strongly
connected to policies of the switch. Many literature hasbaevoted to the subject (see for
instance Zhang (1995) concerning service disciplines gkgiaswitching networks). In this
paper, we consider a very basic switch with a First-In Fdst-policy on each output port.

2.3 Heterogeneous CAN/Switched Ethernet Architectures

The network architecture considered in this paper intareots several CAN busses with
a full duplex Switched Ethernet network. An example of suntaechitecture is depicted in
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Fig. 2. Itincludes four CAN busses and one Ethernet swittterd is a bridge station between
each CAN bus and the switch. The switch has four receive @ordsfour queued transmit
ports. When a frame arrives at the switch, the control logtemieines the transmit port and
tries to transmit the frame immediately. If the port is buggduse another frame is already
being sent, the frame is stored in the first-in first-out traihport queue. The memory to store
pending frames is obtained from a shared memory pool. If ncemeemory is available, the
received frame is dropped.

CAN1
X X

S1 S2

- port Mj_fmpon -

rx rx

port switch port
X fabric x

port j_i port ‘
tx tx
port port

FiGc. 2 — Network architecture.

CAN4 CAN3

More generally, the architecture includds CAN busses and the switch hag receive
ports andN, queued transmit ports. Network architectures with more three switch are not
considered in this paper. Moreover, there won't be any nAiNGtations connected to the
Ethernet switch.

2.4 Application Traffic Over the Network

The traffic on the whole network can be divided in two kinds:

1. local CAN traffic: all the frames of this traffic are prodddey a station on a CAN data
buss and consumed by stations all on the same CAN datashbasnsequently, those
frame 't haye to be transmitte the Switched Ethgrnet . .

2. gﬂ)rBaFéjXRI traeﬁfc: al t%e rames o tﬂps traffic are pro%n?gy a station on a CAN data
buss (their home bus) and consumed by stations among which dtdaass on a CAN

data bus! with d # s (all thosed busses are called the distant busses of the global CAN
frame); consequently, those frames have to be transmitt&gtched Ethernet.

CAN traffic (local and global) is composed of messages. Eaebsagel/; consists in the
periodic production of a frame with a givedLC. MessageV/; period is denoted’;. Each
frame of M; has a relative deadline equal to the perigd A global message is not transferred
on a CAN bus which is neither its home bus nor one of its didtastes.

Concerning the scheduling of frames on CAN data bussedjiiges are allocated to CAN
messages following a rate monotonic policy (Liu and Laylak¥3).

As global CAN traffic has to be transmitted on the SwitchedeEtbt network, it is nec-
essary to define a bridging strategy between CAN and Switétiedrnet. As explained in
Scharbarg et al. (2005a), the very different CAN and Etherharacteristics make an encap-
sulating policy the best choice. The encapsulation cansisputting the Identifier, DLC and
Data fields of CAN frames in the Data field of the Ethernet frathe other fields of CAN
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frames can be easily reconstructed). This means that a Céhefloccupies at most 10 bytes
of the Data field of an Ethernet frame. Different strategi@sshbeen compared by simulation
in a vintage Ethernet context in Scharbarg et al. (2005apfive CAN traffic and Scharbarg
et al. (2005b) considering additional non-CAN traffic.

In this paper, we consider the one for one strategy (each GANd is put in a separate
Ethernet frame and transmitted as soon as possible).

3 Fault-Tolerance Analysis

The fault-tolerance analysis of a systems allows the viaidaf the error detection mech-
anisms. Among all the techniques that can be utilised to dab-folerance analysis, fault-
injection techniques are the most frequently applied odfigsses by system designers.

Fault-injection is the deliberate introduction of faultéd a system (Arlat et al., 1990). It
can be seen as a technique for testing a fault-tolerantrayisteespect to a class of inputs
specific to such a system, meaning faults.

In Betous-Almeida et al. (2006) we have analysed the threim mwetegories of fault-
injection techniques: simulation-based, hardware fenjdtetion and software fault-injection.
In this paper we consider a simulation-based approach.

In the next section we will discuss the choices for the typmotiels and fault-models that
can be used in the experiments.

3.1 Simulation-Based Fault-Injection

Simulation-based fault-injection is a fault-injectiorchamique that is mainly used in the
early phases of a system’s development. It allows us to mltéirst draft of results namely in
the analysis and measurement of error propagation in stionlenodels.

This fault-injection technique implies the use of a systeembdel to be used in the exper-
iments. In Carter and Abraham (1987) the authors distitgtlisee major types of models:

1. axiomaticmodels, for instance analytical models which model thecttine and the
dependability and/or performance evaluation of the systéramples of these models
are: reliability block diagrams, fault trees, Markov malet stochastic Petri nets;

2. empiricalmodels, these models take into account more detailed stelend behaviou-
ral descriptions that require a simulation to process théate that it is not the construc-
tion of this type of models that is empirical but rather iteqess;

3. physicalmodels, prototypes implementing the hardware and/or tftesare features of
the system.

Depending on the chosen model, the fault-model utilisedhénexperiments is different.
Indeed, as said in Arlat et al. (1990), the choice of an axt@mmaodel implies the use of
stochastic processes (mostly Poisson processes) as faliieseas the use of empiric models
enable the use of more realistic distributions as it alldvesuse of different description levels.
Finally, in the case of physical models, the set of faultsstbered is mainly based on physical
faults.

In the next section we summarise the main different typeawftfmodels frequently used
in fault-injection.
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3.2 Fault-Models

A fault-model is a set of faults of the same nature, i.e. theydpce the same type of
reaction in the system’s behaviour.

As said before, the choice of the fault-model depends onyieedf model used, but it also
depends on the type of faults we want to inject (DBench, 20D2pending on their duration,
examples of the different fault-models are:

1. transient: faults which usually have a short temporaation (e.g.bit-flip, pulse delay
or indeterminatiorfault-models);

2. permanent: faults which remain in existence indefinjtédyg. stuck-at stuck-open
bridging fault-model);

3. intermittent: faults that have a temporal duration, kultke transient they appear and
disappear repeatedly in time, without a periodical behaviDue to their characteristics,
fault-models applicable to this type of faults are the sas¢éhase used in permanent
faults.

The choice of the fault-model depends also on the descnipéeel: component, gate,
circuit or system-level.

3.3 Injection Location

The last parameter to be considered is the fault-injectioation. Considering our archi-
tecture, we have identified five possible injection locaiarhich, when considering a global
CAN traffic, are: CAN data bus sender and receiver, SwitchigBet, Switched Ethernet
receive port and queued transmit port.

In a previous paper (Betous-Almeida et al., 2006) we havéysed the effects of single
faults injected on a unique location: the CAN data bus sere®rthis paper, we have studied
the effects of faults injected in the CAN data bus sender andiver, but also in the Switched
Ethernet queued transmit port. Moreover, we have analysedeétwork’s behaviour when
single errors are detected by the embedded mechanismsbuwtlaén a burst of erroreccurs.

4 Experimental Results

In this section we describe our experimental approach amdrsuise some results con-
cerning the fault-injection experiments we have done so far

4.1 Example Application

The dependability analysis will be conducted using the gtampplication depicted in
Tapldncludes 12 periodic messages, transmitted over a nktarehitecture similar to the one

depicted in Figure 2. The relative deadline of each messaggual to its period. The values
for length and transmission time correspond to a 1 Mbs CAN bess have a look at the first
line. It means there are 8 periodic local CAN messages obgerims for CAN bus 1. Those
messages will be calledl/; messages in the following. Each occurrence ofléhmessage

1A burst of errors is a sequence of single errors.
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Type Kind Per. Data Lg.
mes. (bits) (bits)
M, Local C1 4 32 95
M, C3=C4 4 32 95
M, Local C4 4 16 75
M, C2=C3 4 16 75
M5 Local C2 4 32 95
Ms; Cl=C2 4 32 95
M, Local C3 4 16 75
M, C2=C3 4 16 75
Ms Local C2 10 32 95
Ms C2=C3 10 32 95
Mg Local C4 10 16 75
Mg Ci=C1 10 16 75

TAB. 1 — Message sets of the application.

contains 8 bytes of data. The length of an occurrence of tlesage is 135 bits. It is computed
using the following formula:

1)

4 DL
length = 47 + 8 x DLC + {WJ

4

47 is the number of control bits of a CAN frame, including theeirfitame space8 x DLC' is
the number of data bits of the frame. The remainder of the titaris the maximum number
of stuff bits inserted in the frame. So, it is a worst case fenghe second line of Table 1
concerns global CAN messages with similar characteristibey are produced by a station on
CAN bus 1 and consumed by at least one station on CAN bus 2.

4.2 Description of the Experiments

For the purpose of the fault-injection experiments we catell, we have developed a
model of the mixed CAN/Switched Ethernet network using QI4AFOmM INRIA/Simulog
(Simulog), which is a software tool allowing the modellingnalation and analysis of queueing
networks.

During fault injection experiments, the occurrence raterafmes timeout, or in other
words, not transmitted once the given time limit for transsion was reached, is recorded
and stored for analysis. Two types of frames are considéwed| and global: the difference
between the two types being that local frames do not tragghé switch, global ones do (see
section 2.4 for details).

In order to model the burst errors, we used a model based owittedy usedGilbert-
Elliot model (Gilbert (1960), Elliot (1963)). We have consider @ tstate Markov chain, see
Figure 3. To each state we have assigned a constant bit ateor r

In these experiments we consider that the “ok” state has arf86mte and that the “ko”
state has a 80% error rate.
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FiG. 3 — Two state Markov chain.

Figure CAN error rate Switch error rate
Burst BER | Single BER
Fig. 4 80% 0% 0%
Fig. 5 80% 15% 15%
Fig. 7 80% 15% 0%
Fig. 6 80% 0% 15%

TAB. 2 — Parameters values of presented experiments results.

Moreover, the fault-injection experiment conditions, floe results presented in this paper,
are :

— Fault injection location:CAN bus sender, CAN bus receiver, Ethernet switch;
— Fault model:bit-flip, in single and burst errors;
— Injection instant:randomly selected during the frame transmission.

We have classified the effects of faults according to twogzaies:
— Timeout:frames missed their deadlines;
— Performance degradatiorsome of the available bandwidth is wasted.

4.3 Effects of Faults

In this section we present some of the results obtained different fault-injection cam-
paigns.

The goal of our first campaign was to analyse the system’svimimain the presence of
burst errors. The burst error probabilityis implemented as follows: time is decomposed in
intervals ofz ms. p is the probability that each interval suffers a burst offlyit-errors. As said
before, the bit error rate in this case will be of 80%.

Table 2 summarises the values of the parameters considetiee different fault-injection
campaigns. In all of the shown resulis;{0, 0.02, 0.04, 0.06, 0.08, 0.10, 0.12, 0.14, 0.16,
0.18, 0.20}.

All the results show that the percentage of CAN frames (lecal global) missing their
deadlines grow linearly witp (burst probability). It means that errors occurring durdnigurst
interval have only little influence on following no burstémvals. It means that re-emission of
corrupted frames disturbs other frames only during a simg after the burst interval.
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Figure 4 shows the percentage of local and global CAN framissing their deadlines
given a burst of bit-flip errors probability on the CAN bussesders and receivers. Moreover,
in this case there are no Ethernet switch errors and no séngles. We can see that the number
of global CAN frames missing their deadlines increaseiidaster than the local ones. This
can be explained by the fact that the laxity for the globaifes is smaller than the laxity of
the local ones. Also, since global frames transit over atlego CAN busses the probability
for them to suffer a burst error is higher than local ones.

5

% of CAN frames missing deadlines

1F X 5 4
T -~ local frames—+—
o ) ) glqbal frames-->--

0 5 10 15 2
% of burst errors

FIG. 4 — Missed deadlines: no switch errors, no single error.

In Figure 5 there are two interesting results: the fact thails errors are taken into ac-
count, increases the number of global and local frames nggheir deadlines. The reason for
it is that both types of frames suffer from bit errors. Sedgrtie introduction of switch errors
induces a uniform increase of number of global frames nmgsirir deadlines. This is due to
the fact that this kind of error has no impact on local frames.

(5]
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% of CAN frames missing deadlines
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Ok ) ) global frames - x--
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FiG. 5 — Missed deadlines: 15% switch errors, 15% probability ofgbénerror.

In Figure 7, we can see that the number of frames missingdieeidlines is higher regard-
ing both local and global frames. This is due to the fact tivagls errors affect both types of
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frames. Since the percentage of these errors is higherogical that the number of frames
missing their deadlines is higher.

% of CAN frames missing deadlines

frames--x-

0 5 10 15 2
% of burst errors

glgggﬁ frames—+—

FIG. 6 — Missed deadlines: 15% probability of single error, 0% sWitgrors.

Considering Figure 6, two results are worth notice: we satttte number of local frames
missing their deadlines is not much different from that ajufe 5. However, the number of
global frames missing their deadlines is higher, specialth high burst error rates. This is
not surprising since we have the same rate for single ertdgra bigher probability in errors in
the Ethernet switch. Note that these errors affect onlyajlédames.

o

IN) w IS
T T T
X
*
Il Il Il

% of CAN frames missing deadlines
=
T
X
Il

St - ocal frames—+—
o ) ) gqba frames-->--

0 5 10 15 2
% of burst errors

FIG. 7 — Missed deadlines: 0% probability of single error, 15% switgrors.

Figure 8 shows the impact of frame re-emission due to errahemglobal performance of
the system. More precisely, we determine the differencevdent the total number of frames
(local and global) that miss their deadlines and the numb&ames in error (which is equal
to the number of frames re-emitted). We observe that thisréifice is always negative which
means that frame re-emission, with the current workloadsdwt degrades the global perfor-
mance of the system. Also, we notice that the number of ressionis is higher with just single
errors than with just switch errors. This is logic since sngrrors affect both types of traffic.
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FIG. 8 — Performance degradation.

5 Conclusions and Future Work

In this paper, we have presented a fault-tolerance analfaisommunication network us-
ing a mixed CAN/Switched Ethernet architecture, made oésCAN busses interconnected
by an Ethernet switch.

We have considered a pure CAN periodic traffic composed ddl lrames that do not
transit on the Ethernet, and global frames that are eaclpsulzded in a separate Ethernet
frame.

Concerning the fault-tolerance study, an overview of timeusation-based fault injection
technique was made. We presented the different types of Imtiiet can be used, and the
different types of fault-models We have laid out the comdlis used in the simulations, namely
the use of théit-flip fault model as single errors but also as burst errors onrdiftdocations:
CAN bus sender, receiver and in the Ethernet switch.

We have shown that the number of frames missing their desgdiglinearly related to the
bit error's probability. Results have shown that differgydes of errors don't have the same
impact on different types of traffic.

In the near future we will continue carrying out fault injiect experiments in the mixed
CAN/Switched Ethernet network. The first series of experitaavill concern changes in the
workload in order to study more precisely the impact of framemission.

The study presented in this paper considers a theoretaféictrwe intend to apply this
method on an avionics context (Charara et al., 2006). Fertypie of application, it will be
necessary to evaluate other CAN/Ethernet encapsulatiategies (Scharbarg et al., 2005b),
in the fault injection context. Moreover, it will be mandatdo study the global behaviour of
the system when adding non CAN traffic over Ethernet. It wibebe necessary to consider
an Ethernet switch with a more sophisticated service policy
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