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Background

The motivation of this talk is to develop eflicient statistical methods aimed at measuring
the performance of busmess controls, through the development of appropriate
operational nisk indicators.

A number of recent legislations and market practices are motivating such developments.
For instance, the New Basel Capital Accord™ (BCBS, 2001), published by Basel
Committce on Banking supervision, requires financial institutions to measure
operational risks, delined as “the risk of Toss resulting from inadequate or lailed internal
processes, people and systems or from external events”. In the context of mformation
systems, the recently developed 1SO7799 establishes the need of risk controls aimed at
preserving the security of information systems. Finally, the publicly available
specification PASS56, in setting criteria that should be met to maintain business
continuity of IT-intensive companies, also calls for the development of statistical
indicators aimed al monitoring the quality ol business controls in place.

In this paper we shall focus on the Basel Accord, however keeping in mind that what
developed here for the banking sector can be extended to the general enterprise nisk
management framework (on this matter see e.g. Bonafede and Giudici, 2007).

The Bank of International Scttlements (BIS) is the world's oldest financial institution,
whose main purpose is Lo encourage and facilitate cooperation among central banks (for
more details see BOBS, 2001). In particular, BIS established a commission, the
BaselCommittee on Banking Supervision (BCBS, in order to formulate broad
supervisory standards, guidelines and recommend statements of best practice. The
ultimate purpose of the Committee is the prescription of capital adequacy standards for
all internationally active banks. In 1988 the BCBS issued one of the most significant
international regulations impacting on the linancial decision of banks: the Basel Accord.
Subsequently, the BCBS worked on a revision, called the New Accord on Capital
Adequacy, or Basel I (BCBS; 2001). This new framework, developed by the
Commuittee in 2002 to ensure the stability and soundness of financial systems, was
based on three 'pillars: minimum capital requirements, supervisory review and market
discipline.

The crucial novelty of the new agreement was the identification ol operational nisk as a
new category separated from the others. In fact, it was only with the new agreement that
the Risk Management Group of the Basel Committee proposed the current definition of
Operational Risk:

“Operational Risk is the risk of loss resulting from inadequate or failed internal
processes, people and systems or from external events”™
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The risk management group also provided a standardized classification of operational
losses into cight Business Lines (BL) and seven Event Types (ET).

The aim of operational risk measurement (for a review see e.g. Alexander, 2003; King,
2001 or Cruz, 2002) 15 twotold: on one hand, there 15 a prudential aspect, which
involves setting aside an amount of capital that can cover unexpected losses. This is
typically achieved estimating a loss distribution deriving functions of interest from it
(such as the Value at Risk: VaR); on thc other hand. there is a managerial aspects, for
which the issue is to rank operational risks in an appropriate way, say from high prority
to low priority, so to individuate appropriate management actions directed al improving
preventive controls on such risks.

In general, the measurement of operational nisks leads to the measurement of the
efficacy of controls in place at a specific organisation: the higher the operational risks,
the worse such controls.

The complexity of operational risks and the newness of the problem have driven
international institutions, such as the Basel Committee, to define conditions that sound
statistical methodologies  should satisfy to bwld and measure operational nisk
indicators.

Methods

Statistical models for Operational Risk are grouped mto two main categories: 'top-down'
and 'bottom-up' methods. Tn the former, risk estimation 1s based on macro data without
identifving the individual events or the causes of losses. Therefore, operational risks are
measured and covered at a central level, so local business units are not involved in the
measurcment and allocation process. "Top-down' methods include the Basic Indicator
Approach (see, for example. Yasuda (2003) or Pezier (2002)) and the Standardized
Approach (see Cornalba and Giudici (2004) or Pezier (2002) for more details), where
nisk 15 computed as a certain percentage of the vanation of some vanable, as, for
example, gross income, considered as a proxy for firm performance. This first approach
is suitable for small banks, that prefer a cheap methodology, casy to implement.
'Bottom-up’ techniques, instead, usc individual cvents to determine the source and
amount of operational risk. Operational losses can be divided into levels corresponding
to business lines and event types and the nisks are measured at each level and then
aggregated. These techniques are particularly appropnate for large sized banks and
those operating at the mternational level, since they can afford the implementation of
sophisticated methods, sensitive to the bank's risk profile. Mecthods belonging to this
class arc grouped into the Advanced Mceasurcment Approaches (AMA) (BCBS, 2001).
Under the AMA, the regulatory capital requirement will equal the risk measure
generated by the bank's miemnal operational misk measurement system using the
quantitative and gqualitative criteria set by the Commttee, It 15 an advanced approach as
it allows banks to use extermal and intemmal loss data as well as intemal expertise
(Giudici and Bilotta, 2004).

Statistical methods for operational risk management in the bottom-up context have been
developed in very recent years. Two main approaches have emerged based: scorecard
and actuanal.

The scorecard approach 1s based on the so-called Self Assessment, which 1s based on
the expenience and the opinions of a number of intermal “experts™ of the company, who
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usually correspond to a particular business unit. An internal procedure of control self
asscssment can be periodically done through questionnaires, submitted to risk managers
(experts), which gives information such as the quality of internal and external control
system of the organisation on the basis of their own experience in a given period. In a
more sophisticated version, experts can also assess the frequency and mean seventy of
the losses for such operational risks (usually in a qualitative way).

Self assessment opinions can be summarised and modelled so to attain a ranking of the
different risks, and a priority list of intervention in terms of improvement of the related
controls.

In order to derive a summary measure of operational risk, perceived losses contained
in the self-assessment questionnaire can be represented graphically (e.g. through a
histogram representation) and lead to an empincal non parametrical distribution, Such a
distribution can be employed to derive a functional of interest, such as the 99.9%
percentile (the value at risk).

When loss data is available, it is possible to build actuarial models. These are based on
the analysis of all available and relevant loss data with the aim to estimate the
probability distribution of the losses. The most employed methods are actuanal models
(see e.g. King, 2001; Cruz, 2002; Frachot et al., 2001; Dalla Valle et al., 2007), often
based on extreme value distributions. Another line of research supggests the use of
Bayesian models (sce c.g. Yasuda, 2003, Cornalba and Giudici, 2004 and Fanoni,
Giudici and Muratori, 2005)

The main disadvantage ol actuarial methods 1s that they rely therr estimates only on past
data, thus reflecting a backward-looking perspective. Furthermore, 1t 15 often the case,
especially for smaller organisations, that, for some business units, there are no loss data
at all. Repulators thus recommend to develop models that can take into account different
data strcams, not only intcrnal loss data (secc c.g. BCBS, 2001). These strecams may be:
self’ assessment opinions, usually forward looking; external loss databases, usually
gathered through consortiums of companies; data on key performance indicators.

Merging data streams

Scorccard and actuarial methods represent the methods mostly employed, in the
literature as well as in professional practice. The usage of the two approached depends
on the available data streams. While scorecard methods typically use sell-assessment
data, actuarial models do use internal loss data.

The disadvantage of these approaches is that they consider only one part of the
statistical information available to estimate operational risks. Actuarial methods rely
only on past loss data (backward looking) and, therefore, do not consider important
information on the perspective and the evolution of the considered company; on the
other hand, scorecard methods are based only on perceived data (forward looking) and,
therefore, do not reflect well past expenences.

A further problem is that, especially for rare events, a third data stream may be
considered: external loss data. This source of data is made up of pooled records of
losses, typically higher than a certain value (e.g. 5000 €), colleceted by an appropriate
association of banks.

It becomes thus necessary to develop a statistical methodology that 1s able to merge
three different data streams in an appropriate way, yet maintaming simpheity of
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interpretation and predictive power. In the talk we shall propose a flexible
nonparametric approach that can rcach this objective.

More precisely, we shall show how data streams can be combined and merged so to
produce prudential measures ol operational risks as well as scores that can be used to
rank operational risks i terms of their relative prionty of mtervention. .

We shall compare our method with existing ones, theoretically but also with reference
to an available database, according to the data mining paradigm (see e.g. Giudici, 2003).
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Abstract. In this paper, we present s novel method to summarize g proup of three data
streams sharing a relational link between each other. That is, using the relational data base
model as a reference, two entity streams and one stream of relationships. Each entity stream
contains o steeam of entitics, cach one of them referenced by a key, moch in the same wiy as
aopritiary key relerences all objects inoa regular datalsse lable, Uhe stream ol relationships
contains kev couples identifving links between objects in the two entity streams as well as
attributes characterising this particular link.

The algorithm presented here produces not only o summary of both cntity streams consid-
ered independently of each other, Tl also gives asummarey of Che relations existing between
the two entity stresms as well as information on the join obtained joining the two entity
streams through the relationship stream.

Keyvwords: Relational Data Mining, Data Stream Mining, Clustering, Data Stream
Summaries, Data Stream Joins.

1 Introduction

The last decades bave seen a buge inflation in the amonnt of information generasted by most com
mercial processes and the rates at which it s produced. This has led to the development of a new
ficld in the data analysis commmity devoted to the study of infinite streams of data, arriving at a
rhivilon so fasi, and so large Lhat 1hey can’t [ o storage and thos bave 1o be irealed u one pass,
This new ficld, called data stream analysis has been the subject of a growing attention by different
cornmmmities incliding but not mited to those of databases, datia mining or machine learming.
This work studies the design of swnmaries built from such data streams, Much work has aleeady
beerm done to design algorithms eapable of producing stmmarios of any given data streams. Howe-
ever, mosh real world dala does ool stand oo ils own bul inelades relerences Lo dillerent dala
produced by different streams. That’s why we have choscn to intercst oursclves in the summary
not of a single data stream. bnt of several data streams joined by relationships. To simplify the
problem, we will only consider here a small example of three dala streamns, one relationship stresmn,
and two entity stroams.

2 Related Work

This work is relaled Lo much previous work doue oo dala streams in the past few years [1] [2],
however, it shares particular relations with two specific problems. The first one is the summary of
i single dala stream, and the secomd, the problemn associated with the joiu of two data streams,
Both of these prablems have been stodicd separately. However, while the problom treated here
might seem like the conjnnetion of the two previonsly eited, it s a new and different problem. 'The
poal here is pol Lo lest jole bwo streams awd then suomnnarice 1he resulting stream bl Lo make a
summary of the streams without having to process the join but while still taking into account the
relationship information,

This particular problem has not been much considered vet to our knowledge, and that is why we
have docided to propose o solution for it
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2 Related Work

We consider a (possibly infinite) set 1" = {#;,%2,... } of unique, distinguishable items that arc
inserled inlo and deleted rom the datasel & over time. As indicated above, we do ool reqguire
It to be accessible or even materialized. In gencral, items that are deleted may be subscoguently
re-inserted. Withont loss of generality, we assmne thronghont that B s initially empty. Thos we
consider an infinite sequence of transactions, where each transaction is either an insertion or a
deletion of item £ from A, We restrict attention to “feasible” scquences such that K ois a troe
sel and ilems can only be deleted 1 ihey are present in B, Our goal = Lo ensure thal, aller each
transaction is processed. 5 is a uniform sample from F.

We limit our attention to hounded-size sampling schemes which do not require aceess to B at
any time The best known method for inerementally maintaining s sample in the presence of a
stream of insertions to the dataset is the classical “reservoir sampling” algorithm [4] (IRS), which
maintaing i simple random sample of a specified size M. The general procednre is as follows:
Tnelude the Grsl M ilems ot the sanple. For each suecessive iusertion inlo the datasel, include
the inserted item into the sample with probability M /| R|, where || s the size of the datasct
just after the fnsertion; an inelnded e replaces a randomly selected item in the sample. One
deficiency of this method is that it cannot handle deletions, amd the most obvious modifications
for handling deletions either vield procedures for which the sample sive systematically shrinks to
0 over Lime or which require aceess lo I3

The ouly konown bounded-sige sampling scheme which can handle both insertions and deletions
has been proposed in (3. The idea is to include every item into the sample with probability g and
to directly remove deleted items from the sample, iF present. The sample i then purged every
time it cxeerds the upper bound, so that the algorithm is best described as Bernoulli sampling
with purging (BSP). Starting with g — |, we decrease g at every purge step. With ¢ being the
new value of g, the sample is subsampled using Bernoulli sampling with sampling rale (g /g). This
procedure is ropeated until the sample size has fallen below M. 'The choice of g is challonging:
on the one hand, if ¢' is chosen small with respect to g, the sanple sise drops significantly below
the upper bound in expectation. On the other hand, a high value of ¢ leads to frequent purges,
thereby reducing performance. Due to the diffienlty of choosing g and, ss disenssed in the seqnel,
instabilily i the sample siees, Chis algoriiho can be dillicull to nse o practice,

Our new R algorithm, described in Section 3, maintaing a bounded-size uniform sample in
the presence of arbitrary insertions and deletions without requiring access to the base data. The
RF algorithin produces samples that are significantly larger (ie, more space efficient) and more
stable than those prodoced o BSIY at lower cost.

3 Random Pairing

To motivate the idea behind the random-pairing scheme, we ficst consider an “obwious” passive
algorithm for maintaining a bounded mnitorm sample 5 of o dataset B The algorithm avoids access-
ing base data by making use of new insertions (o “compensate” [or previons deletions. Whenever
an item is deleted from the data sct, it is also deleted from the sample, if present. Whenever the
samnple sive les at its npper bonnd M the algorithm handles msertions identically to BS; whenever
the sample size lies below the upper bound and an item s inserted into the dataset, the item is
alzo Inserted into the sample. Althongh simple, this algorithm is anfortimately ineorrect, beeanse
it fails to gnarantes uniformity. To see this, suppose that, al some stage, |S) = M < |B| = N,
Also suppose that an item £ 65 then deleted from the dataset £, divectly followed by an insertion
of 1. Denote by 57 the sample after these two operations. [f the sample 35 to be traly waiform,
Lhen the probabilily that (7 £ 87 should equal M/N, conditional on [S] = M. Sinee [~ £ 8 wilk

# A broader summary of available uniform sampling schemes can be found in [2].
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probability M /N, it follows that

+ " - — _ P M My M M
P{E =5 } —P{E =500 ||1:.1.}+P{£ F51 IHLL}_E-]'-’_(]'_F)- v N
conditional on |5 = M. Thus an ilew inserled just aller a deletion has an overly high probabilily
of being included in the sample. The basic idea behind BRI is to avoid the foregoing problem T
including an inserted itemn into the sample with a probability less than | when the sample siee
lies below the upper bound. The key question s how to select the nclusion probability to ensure
uniformity.

4.1  Algorithm Description

In the RI" schome, overy deletion from the dataset is cventually compensated by a subscquent
insertion. At any given time, there are 0 or more “nneompensated” deletions; the munber of
nncompensated deletions is simply the difference between the cumulative number of nserticns
and the commlative immber of deletions. The RP algorithm maintainsg & connter o that records
the muuber of nneompensaled deletions in which the deleted ilem was o the sample (so0 that the
deletion also decremented the sample size by 1), The RI* algorithm also maintains a counter oz
that records the nmober of uncompensated deletions in which the deleted it was not in the
sample (so that the deletion did not affect the sample). Clearly, d = ¢; + ¢z is the total number of
uncompensated deletions.

The algorithm works as [ollows, Deletion of an ilem 15 handled by removing the ilem [rom the
sample, if present, and by incrementing the value of ¢ or ea, as appropriate. If d = 0, i.c., there are
o mneotnpensated deletions, then insertions are processed as in standard RS, 104 = 00 then we flip
a coin at each insertion step, and nclude the incoming insertion into the sample with probability
o1/ (e + ez)s otherwise, we exclude the item from the sample. We then decrease cither o or e,
depending on whellier the insertion has been included inlo the sample or nol.

Conceptually, whenever an item is inserted and o = 0, the item is paired with a randomly
selected nneompensated deletion, called the “partner” deletion. The inserted item is incladed into
the sample if its partoer was in the sample at the time of its deletion, and excluded otherwise, The
probability that the partner was in the sample is o J-"'I:(‘q } (‘-2]. For the purpose of the algorithm.
il is nol pecessary W keep lrack of the ideulily of the random partoer; 160 sallices 1o wainlain
the counters ¢ and ez, Note that if we repeat the above caleulation using BRI, we now have
Pt & 8 17 inelnded | — 0, and we obtain the desived resnlt P {4 2 87} — M/N. A correctness
proof for the random pairing algorithm is given in [2].

The RI* algorithm with M = 2 is illustrated in Figure 1 (left). The figure shows all possible
states of the sample, along with the probabilities of the varions state transitions. The examnple starts
aftcr ¢+ = 2 items have heen inscrted into an cpty datasct, i.c., the sample coincides with B, The
insertion of item fy leads to the execntion of & standard BS step since there are no anmeompensated
deletions, This step has three possible outcomes, each equally likely, Next, we remove items 12 and
ty from both the dataset and the sample. T'hus, at ¢ = 5, there are two uncompensated deletions.
The insertion of £ triggers the sxecntion of & paiving step. Ttemn £ is conceptually paired with sither
ty Or ta these scenarios arce denoted by a) and &) respectively and cach of these pairings is
eoually likely. 1'hns £y compensates its partner, and is ineloded in the soanple iF and only 3F the
partuer was in the sanple prior o ils delelion. This pairing step amonods o ineluding £y with
praobability o /(e1 + e2) and excluding 4 with probability e2/{c7 + e2). where the values of ¢ and
e depend on which path is faken throngh the tree of possibilities. A pairing step s also execnted
at the insertion of £5, but this time there is only one uncompensated deletion left: ¢; in scenario o)
or £ in seenario b). Observe that the sampling scheme is indeesd aniform: at each time point, all
samples of Lhe same sive are equally likely (o have been materialined.

Figure 1 (right) displays the time-average sample size for a range of dataset sizes when running
RF and BSP (with ¢ = (L.8g). For each dataset size, we nsed a sequence of insertions to ereate both
the dataset and an initial sample (A = 100, 000}, and then measured changes in the sample size
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as we inserted and deleted  TOO00000 items at random. Clearly, RP prodoces nmmeh more stable
samples Lhan BSP, sinee the laller adjusis the sampling rale only sl specilic poials ol Lime.

3.2 A Negative Result: Resizing Samples Upwards

Omne might hope that there cxist algorithims for resizing a sample upwards without accessing the
base data. In general, we consider algorithms that start with a aniform sample 5 of sive at most
M lrom a datasel I oand aller some [inile (possibly wero) nuwmber of arbilracry lransaciions
on K — produce a uniform sample S of size M from the resulting moditicd dataset B, where
M = M" = |R|. Unfortunately, there exists no resizing algorithm that ean avold aceessing the
base dataset It To see this. suppose to the contrary that such an algorithm exists, and consider
the case Inowhich the transactions on B consist entirely of insertions. Fix a set A © R sneh that
|A] = M and A contains M + 1 elemenls of B such a sel can always be constructed uoder our
assumptions. Becanse the hypothesized algorithm produces uniform samples of size A from K,
we st have P{ 8" = A4 1 =00 Bot clearly P{ 58" = A} =1L sinee |5 <2 M and, by assamption,
no further elements of It have been added to the sample, Thus we have a contradiction, and the
result follows, A time-optimal resizing algovithm (which may access the base data) is given in 2],

4 Summary

Technigues [or incrementally wainlaining bounded samples over “dalasels” — whelher relational
tables, views, data streams or other data collections arc crucial for unlocking the full power
of database sampling technigues. Our new RP algorithm is the algorithm of choiee with respect
to speed and sample-size stability. We have also shown that it s impossible to resize a bounded
sample npwards withont accessing hase data.
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Abstract. In network monitoring, an importand issoe b5 (e oimber ol Laples Ghe dila
strearm managemenl sysbem (DSME) can hadle Tor diflferent nelwork loads, Tooorder Lo
gracefully handle overlowd situations, some DEMSs are equipped with s tuple dropping
functionalitv, also known as load shedding, These DSMSs regizter and relate the number
of received and dropped tuples, Lo, the mlntive threnghpet, and porform different kinds of
caleulations on Ll Ower Lhe past Tew years, several solitions amd methods basee boen
suppested to efficiently perform load shedding. The simplest. approsch @ to keep s count of
all the dropped tuples, and to report this to the end user. In our experiments, we study
two DEMSs, i, TelegraphC) with support for load shedding, and STREAM without this
support. We use Lhiree pacticular network monitoring Lasks Lo evadunde Lhe bwao DSMS wilh
resspncl Lo Lheir ability of fowd shedding aned performance. We demnonstrales Lhal 8 is fopuor-
tant to investigate the correctness of load shedding by showing Lhat the reported somber of
dropped tuples is not always correct,

Keywords: DSMS applications, data stream summaries, data stream sampling

1 Introduction

In this paper, we locus oo network moonitoring as the application domain for daloe stream manage-
ment systems (DEMSs). More specifically, we evaluate the load shedding mechanisms of existing
DSMSs 1o Lhe case of passive nelwork moniloring where irallic passing by an observaiion poinl is
analyzed. This feld of rescarch is commonly challenged by the potentially overwhelming amounts
of traffic data to be avalveed. Thos, data reduction technigues are mportant. Many of those
Lechnigues used by the Lrallic analvais reseacch copununily as sland-alone lools ave also ulilized
extensively for load shedding within the DEMSs. Examples inclode sampling |5, 9], wavelet analysis
[11], sl Fistogram anolysis [23]. Moniloring (asks way also include limeliness constraiots: Storing
measurements and performing “off-line” analysis later is impossible in many monitoring scenarios
where analysis needs to happen o nesr real-time. For example, anintrmsion detection system (11D5)
based ou passive lrallic weasurements needs Lo generale alerls inunediately o the case of a de-
tected Intrasion. Intermnet service providers (15Ps) are interested in real-time measaroments of their
backbones [or (rallic engineering purposes, e o re-ronte some brallic o case congestion builds
up in certain parts of the network. In addition. network traffic ravely generates a constant stable
inpmt stream. Instead, traffie can be sty over a wide range of time seales |[4). which implies
that the mwonitoring svslew should be able Lo adapt o a changing load. Tor all (hese reasons, 1L s
very interesting to study the applicability of DXSMSs coquipped with load shedding functionalities
in this contexi,

The STREAM [1, 3, 4] and Cigascope [7, 6] projects have made perlormance evaluations on
their DEMSs for network monitoring. In both projects, several nseful tasks have been snggested
[or nelwork monitoring, Plagewann el al. [17] have evaluated an early version of 1he TelegraplC()
[3] 1EMS as a notwork monitoring tool by modeling and running queries and making a simple
perlormance andlysis,

With respect to load shedding, Golab et al. [10] swm up several of the different solutions
suggested in the DDSMS Fterature. Refss o al. [22] ewaluate sampling, muolt-dimensional histograms,
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wavelet-based histogrames, and fived-grid histograms in ' lelegraphCO). They also sngmest solutions
for stating queries that obtain inlormation about the shedded tuples.

We have used the two public-domain DSMSs; TelegraphCO) v2.0 and STREAM v0.6.0, for net-
worl monitoring. We have run diferont comtitmons queries and have measared systom performance
for dillerent network loads, We choose Lo use these (wo systews since Lhey are public available aond
have boen used for network monitoring in carlior cxperiments. Telegraph OO v2.0 supports load
shedding, and STREAM vO.6.0 has wol this lunelionality implemented, To oonr knowledge, no
practical evaluations have been performed with [ocus on load shedding in DSMSs [or petwork
miomitoring.

Ohie contribntion is to propose a simple experiment. setnp for practical evaluation of load shed-
ding in DEMSs. AL this poiol, the experiment selup can be used [or weasucing fuple dropping,
which is one of the load shedding funetionalities. "This i nsefnl for systems that do not support
load shedding. Tor measuring (he Luple deopping, we suggest a welric; relalive Broaghpal, which
ig delined by the relation between the nomber of bits a node receives and the number of bits the
node is able to compute. Onr experiment setup can also evalnate the correctness of svstems thiat
support Ltuple droppiog. Here, we show that TelegraphCO) reporis less dropped Luples than what
seems to be correct. We also use the experiment setup to show how TelegraphCOQ) behaves over
Lime, and see (hal load shedding and query resolls reach an equilibrinm, Second, we sugpesl a
set of three network monitoring tasks and discuss how they can be modeled in TelegraphCO) and
STHREAM.

T'he strneture of this piper is as follows: In Section 2, we deseribe the taslks and the gueries.
While discussing the tasks, we try to introduce systemn specific features for the two DSMSs, Section
3 presents the implementation and setup of omr experiment setap, and Seetion 1 shows the resnlts
[romn onr experiments. In Seclion 5, we sumroariee our lodings and concelude (hat (he experiment
setup is usefol for performance cvaluations of network monitoring tasks for DEMSs. Finally, woe
point ont =ome futare work,

2  Network Monitoring Tasks and Query Design

In this section. we disenss three network monitoring tasks. We give a short deseription of each task
and show how 1o model Lthe gqueries. We also argue lor their applicability in the currenl domain,
The first two tasks are nzed in our exporiments. while the third task is discussed on a theoretical
biasiz, For that Lask. we show (sl some (asks way pive cowplex gqueries (hal depend on correcl
input and therefore can oot allow load shedding, since Important tuples might be dropped.

For hoth systems, TelegraphCQ) and STREAM. the tasks are nsing stroam definitions that
comsist of the fll 1P and 'TCP headers. 'Phese are called streams . iptep and 8, respectively. 'T'he
definition is a one-to-one mapping of the header fields. For example, the destination port header
field is vepresentod by an attribnte called destPort int. We have tricd to mateh the heador ficlds
wilh available data Lypes o Lhe lwo syslems, For example, TelepraphCO) supporls a dala Lype,
cidr, which is useful for cxpressing 11* addresses.

2.1  Task 1: Measure the Average Load of Packets and Network Load

To weasure Lhe average load ol packels and the pelwork load, we need Lo counl the wnnber packets
obtained from the network and ealenlate the average length of these packets. In the [P header, wo
vant use Lhe totallength header lelid for (his purpose. This header (Geld shows Ghe moober of by les
in the packet. Having the information from this task mav be of great importance for the 151 o
look at tendencies and patterns in their networks over longer periods. Inc ' PelegraphCO), we model
Lhe guery as [ollows:

SELECT COUNT(+)/60, AVG(s.totalLength)+8
FROM streams.iptcp s [RANGE BY ’1 minute’ SLIDE BY '1 second’]
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We see that for each window calenlation’ . we comnt the nmmber of packets each second by dividing
by 60, We multiply the totallength with & to gel bits instead of byvies. The petwork load is
estimarod by finding the average total length of the tuples presented in the window. The gquery
relurns bwo abbribndes that show the sverape per second over the last winnle. Alterpatively, this
guery can be stated by using sub-guerics, but beeanse of space limitations, we do not discuss this
solution for TelegraphC Q) here.

The STREAM guery is syulactically similar, We have chosen to split up this query into two
americs, o show how they express network load 0 bytes per second [lefe) and packets por minate

(right):
Load(bytesPer3ec) : Load (packetsPerMinute) :
RSTREAM{SELECT SUM{totalLength} RSTREAM{SELECT COUNT(*)

FROM & [RANGE 1 SECOND]) FROM 8 [RANGE 1 MINUTE])
RETREAM{SELECT AVG(bytesPerSac) RSTREAM({SELECT AVG(packetsPerMinute)
FROM Load [RANGE 10 SECONDS]) FROM Load [RANGE 10 SECONDS])

Both querics use a sub-query to perform a pre-calealation on the tuples before sending the resules to
Lhe main query. For ISPs, it would probably be interesting only to be potified when the load excesds
certain levels, This can be added as a WHERE-clause, stating AVG(bytesPerSec) > 30 Gbits, [or
cxamplie,

2.2 Task 2: Number of Packets Sent to Certain Ports During the Last n Minutes

In this task, we necd to find oot how the destination ports are distributed on the computers in
the network, and connt the mmber of packets that head for each of these ports. The mmmber of
packets are caleulated over an v minutes long window,

I'his i5 an important feature, sinee there might be sitnations where there is o need for joining
slres allribnles with stored information. Tn pelwork wonitoring, this lask can be nsed Lo show
the port distribution of packets on a Web-server. Additionally, it is possible to re-state the task to
foems omomachines ina network instead of ports, e how many packets have been sent o certain
mvachinees during the last n minutes, To solve (s, we can look at the disteibution of destination TP
addresses instead of ports. For instance, i ome Web-server seems to be very active in the network,
a proxy wight need (o be installed o balance the load,

Wo choose to extend the query by joining the data stream with a table that consists of 65536
tuples: one for each available port. We do this to show the joining possibilities in s DSMS. Thns,
prior Lo the experiments, we creale the table porls thal conlains port nuubers, as integers, [rom
0 to GAHAG, i hoth DSMSs. We onlv state the TeleoraphCO) query hore:

SELECT wtima(#*), streams.iptcp.destPort, COUNT(%)

FROM streams.iptcp [RANGE BY °5 minutes® SLIDE BY *1 second'], porte
WHERE ports.port = streams.iptcp.destPort

GROUP BY streams.iptcp.destPort

whime (#) is a TelegraphCl) specilic [unction that returns the timestamp of the current window, The
STHEAM guery is almost equal, except that it has to project the destPort tuples ina sub-guery
before (he join, This s because STREAM only allows 20 allribules [or appregalions, something
which is statically defined in the code. and that we choose not to change in our experiments.

2.3 Task 3: Number of Bytes Exchanged for Each Conneclion During the Last e
Seconds

When o connection between two miachines 3= established, we are interested in identifying the namber
of byles Lhal are senl between (hem, In order (o wanage Uhis, we bave to idenlily & TCP conneclion

Y RANGE BY deseribies Lhe window range while SLIDE BY deseribes Lhe apedate inferval.
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establishment, and sum up the nmmber of bytes for each of these conmections. As stated above,
this task is only making a qualitative comparison for both query results, and we outline the ideas
of how to model this guery.

In TCP, connections are established using a 3-way handshake [19]. and it is sutheient to identifv
an eslablished conpeclion witle a luple consisting ol souree awd destination TP addresses aod ports,
TFor expressing this task, we first need to identily all theee packets that play a role in the handshake,
Thir maost important. attributes to investigate are the SYN and ACK control fields, as woll as the
sequence muober and the ackonowledginenl munber, To achieve this, we stale bwo sul-queries, Oue
selects IO headers that have the SY N aption field sct, while the other selects the headers having
the SYN and ACK oplion Gelds sel. To a ihicd query, we join Lhese headers wilh headers hiaving
the ACK option field set as well as jolning on matching sequence and ackoowledpment numbers,
In the G-way handshake, fimeonts are nsed o order to handle lost packets and re-transmissions.
We model this using sliding windows. Il a tuple slides oul, 8 Limeool has been violated. To idealily
the number of bytes that are exchanged on a connection, we have to join all arriving tuples with
ome of the conmection tuples. ''his means that the cormection tuples have to be stored for s lmited
period of time, for example in a window, We can also construct qgueries that, in a similar wav as
the omes deseribed above, identify the commection toar dowm.

A snb-task wonld be to identify all the conmection establishments that have not joined the final
ACK packet, and therelore Limes ol Tn SYN-lood altacks (his tiweont can be exploited by a
client by not sending the final ACK to the server after sending the initial SYN packet [12], This
behavior s fportant o identify, and = also an important task for 1050 lo this case. when we
use windows Lo model Lmeouls, we wanol Lo ideatily the tuples Lthat are deleted [rom the window,
Hore, STREAM has the possibility of detining a DSTREAM, i.c.. a delete-stream, which satisfies this
requirenenlt,

What is interesting in this task. is that it needs to obtain information from all the packets
to unction corvectly, For instance, sampling of only important tuples can oot be used, because
the throe packets depend on each othor in both control ficlds and sequence and acknowledgment
wirnbers, Thns, the sawpler becomes s guery processor dsell, something thal ooly pushes the
problem one level closer to the data stream.

3 Experiment Setup

In this section, we show the design of our experiment setup for our practical evaluation of 1DSMSs
for network monitoring (see Fignre 1),

! i
I i
network o wpe — '—‘| Fyal ) -"'I DSMS = result fles
frafMic =E '
I
)

v | i z

¥
dropped packets  shedded tuples | TelegraphCOy) selected uples
kepl packets (dhropped and kept juples)

Fig. 1. The experimenl selop.

We Lave developed a program called fyaf, which reads nelwork packels o the pelwork
interface card (NIC). For packet capturing, fyaf uscs the peap library, which reports the number of
kepl and dreopped packels aller the capturing is completed. This is shown by the arvow denoled @ in
the ligure., Kept packets are denoted xg, while dropped packets arve denoted @y, Both TelegraphCo)
and STHEAM process data in s comma separated valie (OSV) fashion, and fyaf s nsed to
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transform the T'CP /P hesders to the enmrent DSMS"s OSY stream scheme. £yaf also removes the
payload [rom the packets, and sends the headers as tuples to the DNSAS in the same frequency as
they arrivie fyaf sends the toples to the DEMS over a '1'CP socker, to gnarantes that all tuples
arrive. For this purpose, we have to change parts of STREAM so that il manapes (o aceepl sockel
reguests. The advantage of using a local T'CP socket is that possible delays in the DSMS attects
the performance of fyaf, and thns, the packet captaring mechanism. In addition, TelegraphCQ)
veports Lhe nunber o of kepl and dropped Luples, denoled gy and gy respeclively, In practice,
TolegraphC0) s shedded tnples are reported a8 streams that can be guoeried as shadow queries of
Lhe Lask query [22], The resull laples rom (he DSMS. z, are stored o file. An invariaot is (hat
systemms that provide load shedding should have @4 = 0, while a system that does ot support
load shedding shonld have s varying mmber of dropped packets depending on queries and network
load., A packel thal s dropped rom the NIC can pol be burped iolo a taple, so we consider tlal
tuple as dropped.

The experiment setup consists of only two computers; A and B, which form their own small
network. Fach computer has two 3 GHe Intel Pentimm 4 processors with | GE memory, and mns
wilh Linux SuSE 9.2, The experitent setup awd the DEMSs are located al node B, We have chiosen
to use two moetrics: relative throwghput and eccuracy. We detine these two metrics. as well as the
Lermt nelwork Ioad, Lo avoid misonderstandings,

Definition 1 Network load is specified by the number of observed bits per second on a link.

Definition 2 The relative throughput of node N, denoled Ry, is the relalion belween the net-
work lond node N recetves and the network load it manages to handle. (Tn this paper, we use both
ferms “relubive foowghpel™ and “RT" for the velalive ovuwglpd, )

Definition 3 The accuracy is measured as percenfage of the compuled resull velaled Lo e correct
restlt.

4 Experiments and Results

In this section, we show the factors we use to verify that the experiment setup works and to
mm the tasks. After a practical verification, we show the results Fom Task 1 oand Task 20 '1he
experiments investigale the DSMSs" behavior al varyiong welwork load, The load is generated by
the public domain traffic generator '1'G 1G], which we st to send a comstant rate of TCI packets
wilh segment sive of 576 by les. We keep Lhe rale constant Lo see how (he DSMS belaves over Liwe,
This contradicts a real world scenario where load may change over a 24 hows period. However,
wir want to initinte the load shodding of 'TelegraphCQ), 1o start load shedding instoad of adapting
Lo e stream, which is one of TelepraphCO)s strengths [2, 20, 15], The |rallic is generated over a
time period called a run. Mainly, the network Toad is measored at 1, 2.5, 5. 7.5, and 10 Mhbits/s.
and for each uelwork load, we pecformn 5 runs,. This iuplies thal £fyaf has o compule dala sl a
higher network load than the nwmber of bits received on the NIC, to avoid becoming a bottleneck,
W also assume that fyaf porforms faster than the enrrent DSNS sinee £yaf is loss complex, This
iz verilied by fyaf's log [iles, All resulis are average values over the given number of runs, fyaf is
sot only to send the TCP/1P packets to the DSMS as tuples. Other packets, g control packets
in the network, are written to fle for further analysis and identifeation.

T'he STREAM prototype does not support load shoedding, and we nse this system to imvestigate
il 35 sulliciend Lo wse the experiiment selup or addeessing the wnnber of dropped (uples,

We define one guery for this test, (21 — SELECT = FROM 5. G simply projects all the tnples
that are sent to the DSMS. This makes it easy to verily that the number of tuples sent from fyaf
and mmber of toples retwmed from Q1 are eqnal, o, 2 = = in Figore | I this is the case, wo
cant sy Lal Lhe relative (hronghpul of STRIEAM is equal o Lthe relalion betwesn dropped and
kept packets from the NIC, o, BT s ppan = =2

Tyt
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In TelegraphC0), & separate wrapper process, the amapper elearing bowse (WOH ). i3 responsible
for transforming the arriving tuples so that they are understood by the continuous query handling
process: the hack end [BE) process. 1Uhe WOH aims to receive and obtain tuples from one or more
external sources [13], which is a necessity lor TelegraphCC) to handle real-Lime sireams [rom several
sources. The information about the shedded tuples can be aceessed by using shadow guertes. Thus,
the acenriey metric can be nsed o evaliate TelegraphCO) s load shedding. 'lelegraphCO) provides
several load shedding lechuigues [21, 22], bul for simplicily, we ouly look at the munber of dropped
and kept tuples. By adding these two nombers together, we got a good estimate of the total namber
ol Luples TelegraphCO) receives each secomd,

Sinee TelegraphClo) nses load shedding, we have the possibility of nsing the cxperiment. setap
Lo invesligale Lhe correciness of the load shedding hnctiopalily, The idea is stmple: We koow Lhe
number of tuples sent o TelegraphCO), &, and the number it returms, 2. The difference betwoeen
those two results shonld be egual to the vmmber of tnples dropped by the shedder e gy — |op—2z|.
TelegraphCOQ)'s relalive throughpul is denoted BT, which means that BT, — ulf'l"”*.

For investigating £7.,. we have chosen to nse o query that i egqual to Q1.0 By nsing sueh a
query, we can investigate the correctness of the load shedding, since all tuples are selected:

SELECT <X>
FROM streams.iptcp

Wee vary Lhe mnber of alleibules, Lo see i ks gives dilferent resulls, Tlins, o (his guery, <X can
be either “+", “sourceip, destip, sourceport, destport”. or “destip”. We can also observe
how many aples TelegraphC Q) drops while the gqneries mn. We exeente the gqueries over streaims
wilh duration ol 60 seconds and vary the network Toad,

Following are the results from these experiments. For S TREAM, we investigate the resalt files
[eoan €1, where we observe a small deviation rowm the expecled resulis, We observe thal z < o,
fyaf's log files reveal that ARP [18] packets compose o small part of the tratfie. £yaf only sends
TCP /TP headers 1o the DSMS and Gliers ol other packeis, like ARPE. Sinee we use these slabislics
to evaluate the results from our experiments, we need to investigate the margin of error composed
by the ARP packets. We ealenlate the margin of error by comnparing the nmber of ARP packets to
Lhe tolal number of packels capluced by fyaf. We observe thal the margin ol ercor is negligible, as
it is always less than (L0265 9% Comscquently, we consider this margin of error as insignificant. "Uhns,
we conchude that the experiiment selup ean be used Lo measure The munber of dropped packeis.

Aftor rimning the TelographCQ queries, wo obsorve that the relative thronghpnt decreases as
Lhe network load ineresses above 5 Mbils /s, and we observe - as expectad - that 1he Lask projecling
“#” has a lower relative thronghput than the other two. At 20 Mhbits/s wo ohsorve that the relative
thromghpat is down to 001 for all three queries. Up fo 20 Mbits/s, we soe that ?‘T_*I — a0,
Ou higher network loads, the experiment selup stacls Lo deop a signilicant amounl of Luples,
Comsermentially, we have a maximum of 20 Mbits/s to ron the TelegraphCOQ) queries on. '1'he
remsining N1 of dropped laples [rom the experiment selup are interesling and will be subject
for future work,

Following, we discuss Lhe correcbuess of TelegraphCO) s load shedding lonetiooality, We set BT, ,
to be the relative throughpur that is expected from Telegraph COQ) based on the data we obtain from
the experiment setup, e, K., — ﬁ For correct resnlts, we have that BV — HT . 'The resalts
[roun running (21 shows that TelegraphC0) seems o report a higher relative throughpol than what
secms to be correer, which means that A7 = B In Figore 20 we show the relative orror by
calenlaling %ﬂ: What 15 nleresting, is that the relative error does ool decrease as (e petwork
load nereases. Instesd, we have o miniinm at W Mbits /s before all three gquery resnles seemn to
couverpge Lo 1 AL Lhe current Lime, we can nol explain this belavior, as all known sourees of errors
in o cxperiment setup have been investigated. To investigate this cven further is fopic of ongoing
work, This, we see ihal TelepraphCO) seeis Lo report g wors oplimisiic load sheddiog than whal
ig true when it comes to tuple dropping. Based on these results, we conclude that the experiment
setnp ean be nsed for reporting dropped packets for DSMSs that do not have this functiomality
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implemonted. Sinee this is possible, we nse this exporiment. setup to investizate the corroctness of
Lhe reported load shedding, and we asswne thal TelegraphCQ does wob report a correcl munber,

4.1 Task 1

For Task 1. we contivme investigating TelegraphCO) s scenracy in the gnery resalts, For lask 2,
we show Lhe dillerence between STREAM and TelegraphCO). as well as discussing the behavior of
TelegraphC0) in a one honr ran., For Task | oand Thaslk 2, each rim lasts for 15 minmtes, and the
upper liwil for the nelwork s 10 bbits/s

Based oo the [odings [rom the prior experiments, we wish lo coolinue investigaling Tele-
graphC s aceuracy. Instead of using A .., as we did above, we now use the real network load for
correcting. We have verified that '1'('s network load is correct.

ﬁ 10 T T T T T T T

5 af ]
s

z o[ = i
8 Ir K ]
= Br i
g s} i L e __
T 4l =
E 3 _'_'__,__,-o-""'"-r'-"‘ .
E 2 e -
E- 1 b= T 1 1 1 i i i i 1

s 1 2 3 4 5 3] T B a 10

Meetwork load (Moits's)
C Relative throughput Comectad Actual netwark load [ |

Fig. 3. Relative throughput as reportod and corvecteod.

As Task 1 aima to measure the number of packets and network load, it ig casy to estimate the
correciuess of Lhe resulls, Figure 3 shows the correct nelwork load as the eross dashed diagonal
line. The relative throughput is decreasiog just alter 2 Mbits/s and is reduced considerably when
the network load 35 1 Mbits S50 We nse the information from the guery to correct the ontpat by
adding Lhe shedded tuples and muliiply with the average packet size. We see Whal aller 5 Mbits/s,
the corrected results start to deviate from the actual network load. At 10 Mbits/s. the correctness
is 45,1 %0, This is expecied and coincide with what we observed in (he prior experiinent. Since Lhe
maximum network load is 10 Mbits/s, we do not know how accurate these results are at higher
speeds. bt we shonld observe that the deviation is reduced as the network load mereases.
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4.2 Task 2

For 'Task 2. wae start by comparing the relative thronghpat from the two DSMSs. BT, 38 compted
by caleulating the shedded tuples rom TelepraphCO), while BT spgpaar 5 computed by counling
the Tmmbor of droppoed packets from the NIC. Sinee ome packet is cqual to one taple, aned that woe
Liave shown Lhal iU 35 possible Lo e onr experiment setup for this purpose, 10 s inleresting Lo look
at the differences between the two systems, Figure 4 shows the relative throughput for the two

h'_‘r'Hl-lI'!'IT'Iﬁ.
1 H"‘-\-\, T T--. . T T T T T T
i | e ) RTstream —-—- 4
H-H"'\-\. SR
0.6 T T
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Metwork load (Mbils's)

Fig. 4. A comparison between TelegraphOO) and STHREAM.

We see that STHEAM manages to compute more tuples than TelegraphOO) does. bat that
both systems have a significantly lower relative throughput when the petwork load increases to
10 Mbits/s. Inoonr experiments, STREAM did not have any correct, mims at 10 Mbits /s, thus, the
relative Lhroughpul is set Lo 00 Ag alternalive way of comparing belbween the lwo sysbems, 18 Lo
turn off TelegraphC()'s load shodding, something that is possible, but we have chosen not to do
this in onr experiments.

Becanse of space lmitation, we do not disenss the comparizon between the two systems any
deeper, Insiead, we [oeus ou looking al the relative throughpul and resulls rom TelepraphOCo)'s in
Task 2.

Che intoresting issue with investigating streams of data. is to see how the svstems hehave over
a time interval. In Fignre 5, we observe 'NelegraphC0) s average relative thronghpot over 5 Mbits /s
runs that lasted for one bhowr. The upper graph shows the plot of the relative throughpat, while the
lower graph shows a plot of the number of packets that are destined for the open port at machine
0. We see that the onlpol does nob starcl aulil aller the window is [lled. Whal is inleresiing Lo see
iz that the relative throughput drops sipnificantly atter the fivst five minutes. This also implicate
thet TelegraphCO) waits until the fivst window iz filled np before starting the aggregations and
autputs, Note that live minutes of TCOT/IP headers is much data to compute, We also see thal the
relative thronghpot is only approximately (08 to begin with, meaning that TelegraphO0) alveady
is under overload before starting the caleulalions.

A cousequence of 1he sudden drop sl Gve winnles s thal (he resull sbarls lo decrease drea-
matically, For example, after approdimately ten minutes of Iow relative throwghput, the number of
result tnples resches wero. But after one honr, we see that the two processes cooperate well, and the
plod shiows & behavior that looks like a harmonie reduction. Ooe possible solulion is thal we observe
that siner the BE has fow tuples to process, the WOH is allowed to drop fewer tuples, something
which resulls in more buples Lo process, aud (hos, lower relative (hroughpol. This motual Gelid for
resources converges to a linal relative throughput. As loture work, we will look at the possibilities
of oven lomger rims, to see 3 this cgnilibrinm is stable.
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Fig, 5. 'Uhe relative Chroaghpol and aombwer of packels Trome aguery lasting Tor an hour,

5 Conclusions

In this paper, we perform a praciical evaluation of load shedding in DSMSs for nelwork monilor-
ing. We argue that 1)5M5Ss can be used for this application by reforring to related work, as well
as stating a set of network monitoring tasks and snggesting gqueries that solve these tasks. We
alzo investigate and outline a solution [or a more complex task, which aims [or identilving TCT
commection establishments,

TFor the practical evalualion, we suggest a simple experiment selup that can be used Lo add
tuple dropping in DDSMSs that do not support load shedding, as well as evaluating the tuple
dropping acenracy in DEMSs that support. this fmetionality, We also snggest oo metric; relative
Howghpat, which indicates the relation between the number of bits a node receives and number of
bits the node 35 able to compnte. By mnming simple projection fasks on two DSMSs - STHEAM
aud TelepraphCo) - we verily Lhat Lhe experiment selup works as inlended. We also obsecve thal
TelegraphCQ) scems to report higher relative throughput than what is actually reached. Then,
we evitliate the two first networlk monitoring tasks, and show TelegraphCO s correctniess and a
comparison between STREAM and TelegraphCOY s relative throughput, Tinally, we discuss the
results from an one-hour mn of TeleoraphCO).

Chare conclusion is that load shedding is a very ioportant lonetionality o DSMSs, as the network
load often is higher than what the svstem manages to handle. We also conclude that network
momnitoring is an important application for DSMSs and that onr experiment. setap s nsefal for
evaluating the DSAMSs in network monitoring tasks. We argue for this by showing some results
from our cxperiments. We see that onr simple experiment setup can be nsed to investigate the
correctuess of Luple droppiog in DSMSs,

Since network monitoring is a promising application for DSMSs, our future work is to investigate
ihe expressiveness of (he Dorealis siream processing engine as a pelwork moniloring lool, as well
as evaluating its performance in owr experiment setup, We will also extend our experiment setup
to evalnate the correctness of load shedding technigues snch as sampling and wanelets.
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Using Data Stream Management Systems to analyze
Electric Power Consumption Data
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Abstract. With the development of AMM [ Aotomedic Metering Management), il will be
possible for electric power suppliens to acquire from the customers their electric power con-
sumption up to every zecond. This will generate data arriving in multiple. continuous, rapid,
and time-varying data streans. Data Stream Management Svatoms (DSMS) - eurrently avail-
alle as prototy pes - admead Geilitating the management of such data strcams, This paper
deseribes an experimental stady which analyzes the sdvantages and linitations of using a
DSMS for the management of electric power consumption data.

Keywords: Electric power consumption, Data Stream Management System, elee-
fric load corve, continuous queriss,

1 Introduaction and motivation

The fortheoming deploviment of AMM [Antomatic Metering Management ) infrastrctores in o
rope will enable a more accurate observation of a large number of customers, Electric power con-
smmption will be possibly measured at a0 rate up to one index per second. These measares are
wselul for operations such oas billing, data speresalion and consumplion conlrol. A Leaditional
database system (DBMS Data Base Management Syvstem ) could be used to manage this informa-
tion. However, methods nsed enmrently in DEMS are not adapted to data generated from AMM ina
sireaming way, AMM geperates an overwhelming amount of data arviving in muliiple, conlinuous,
rapid, and time-varving data streams. Several Data Stroam Management. Svstems (DEMS) have
been developed these last vedrs Lo meel Lhese peeds, The role o hese syslems 15 o process o real
time one or more data streams nsing confinuous guorics.

We performed an experimental study, on two prbilic domadn and general porpose DSMS prototypes
(STHREAM and TelegraplCo)), lo aualyee the advantages amd linits ol using sucl a system. Sowe
typical querics of clectric power consumption analysis were defined: experiments and results are
reported in this paper.

The paper is aorganized as follows, Section 2 gives a bricf introduction to DNSMS's in gencral and
presents in particnlar STHEAM and TelegraphCO). Section 3 presents the experimental study, and
resulis are reported in Seciion 4. In Section 5, we conclude this paper and give an oullook Lo ow
ongoing and tuture rescarch in this arca.

2 Data Stream management Systems

Data Stream Management Svstems [3] are designed to perform continuous querics over data stream.,
Drata elements arrive om-line and stay only for a Bmited time period in memory, Inoa DSMS, contin-
wous gueries evaluaie conlinuowsly and inerementally arciving data elements, DSMS wse windowing
technics to handle some operations like aggregation as only an excerpt of a stream {(window) is of
interest at any given time. A window may be physically defined in termos of a time interval (for
instance the last week), or logically defined in terms of the number of tuples (for example the last
20 elements).
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Several DSMS protoly pes have been developed withino the last lve vears, Sowe of (hein are special-
izedd inoa particular domain (sensor monitoring, web application. ... ), some others are for gencral
nse (s STREAM 2] and TelegraphC'Q) |4]).

STREAM

STREAM (STanlord stiEam datA Management | is a prototype boplementation of a DEMS devel-
aped at Stanford University [2]. This system allows the application of a great number of declarative
andd continons gqueries Lo static data (tables) and dynamie data (stresms). A declarative guery
language COL (Continuous Query Language), derived from SCL, is implemented to process con-
timmons gueries. STHEAM uses the concept of sliding windows over stresuns. These windows are
ol three Lypes: Lime based window ([range T] where T is a tewporal inlerval), tuple bagsed window
([Row N] where N is a number of tuples), and partitioned sliding window ([Partition By Ay, ..., A
Rows N|) similar (o Gronp BY in SOL.

Telegraph(Q)

TelegraphCQ) is a DEMS developed at University of Berkeley [4]. TelegraplC() is buill as an ex-
temsion to the PostGreSOL relational DEMS to support continmons querios over data streams. The
[ormal of & dala stream s delined as any PostGreSOL table in the PostgreSQLs Dala Deling-
tion Language, and ereated using CHEATE STHREAM. TelegraphCQ) is a mode of PostCrosL
execution. I supports the ereation of archived and noarcchived streams that are fed with external
sources using stream specific wreapper. Queries that contain streams support the SELECT syntax
and inchnde oxtra predieates RANGE BY. SLIDE BY and STARD A to specify the window size
[or stream operations. Tach siream bas a special twe ablribule that TelegraphCO) uses as (he
tuples timestamp for windowed operations.,

3  Experiments

We installed STREAM and TelegraphCo) V2.1, and tested them on a data file of indices of clectric
power couswnplion weasured duriog 150 days, These indices were oblaived [rom liree eleclric
meters i different geographical cities, and onr experiments can be extended to s larger mimber of
moters. Fach moeter sends o tuple every 2 seconds. Fach taple s composed of o set of actribntes
such as meter identificr. time, date, index shown by the meter, and some additional information.
The difference etween two indices at two different instants gives the electric power consumption
betwesn (liess [wo inslands.,

For all gqueries. we assmme s anigne input stream Streamcindex merging the streams of the three
maters and detined as follows:

Stream_index (year INT, month INT, day INT, h INT, m INT, sec INT, meler char{12), index INT)

Stream index is the name ddentilving the data stream. The date is specified with three attributes;
momth” day” Cvear” s and time by three other attribotes: "h°, w7, "sec” (hour, mimate, seeomd ). The
‘weler’ allribule dentifies (he meter and "ondex” indicales the weasared index (in KWh).
Electric power consumption analysis requires continuous querics over stream. Among the possible
aueries. we study here three queries which are representative of this kind of application.

Q1. Consumption of the last 5 minutes -minute by minute- grouped by meter, or
by city.

o STREAM: a CQL ¢uery can be assigned o name o allow its resalt to be referenced by other
gueries. This feature (similar to tiew definition in SOL) allows us to express subgueries which
are not allowed o COQL. We solve query Q1 nsing the following stops:
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1. Min iudex: compute (he minimmn index gronped by meler and winnle
SELECT vear, month, day, b, m, meter, min{index) as minindex
FROM Stream_index
GROUP BY year, month, day, b, m, meter:

2. Cons Minute 60 ¢ compute the consomption from hh:39 to hh+ 100 (For example: from
(07549 to (8:00).
SELECT cl.year as year beg, oloanonth as month beg, ol day s day e ellh as b beg,
cl.m as m_beg, cl.meter, cl.minindex as minindex_hes, ¢2.vear as vear_end,
cd.month as month_end,c2.day as dav_end. o2.h a5 hoend, ¢2om as m_end,
cZaninindex as minindes_end, c2oaninindex-cominindexs as Cons
FPROM Mo index ss el Min inces ns o2
WIERE ¢l.month=cZmonth AND cl.day=c2.day AND ¢l yvear=c2.vear
AND clh={c2.h-1}) AND cl.m=59 AND cl.meter=c2.meter AND c2,.m=0

A, Cons Minmte 01 59 compute the consumption from the first minute and minute 50 of each
biomr (For excunnple: from 07:00 o 07:59 minate by wimie)
SULECT (sfmilar Lo Cons. Minute_ 60 )
FROM  Mindndex as 1, Min index as ¢2
YWHERE cl.month—c2 month AND cl.day—c.day AND cl.year—c2 yoar
AND cl.h=ch AND clon=(c2m-1) AND 20 AND clmeter=c2.meter

4. Stream Cons: sel the union of the conswnptions caleulated by the bwo preceding queries
as o single stream.
ISTREAM{Cons Minnte G0 TTNTON Cons Minnte (01 _5H);

5. Cous_per M: cowpule the consumption for the last 5 winules -minute by minnte- grouped
by moeter.

SELECT year heg, month beg, day_beg, h beg, m_beg, Stream_Consancter, Tablocity.eity,
pniniindes e, yenrocmd, monthendd, day cened, hoeiad meemd ) miniondescend, Cons

FIROM  Strewrn Consrange 150 secomds], Pablecily

WIERE Stresm_Cons.aneter = Tablecitvaneter:

We join here Stream_Clons with TableCity (containing meters” identifers and the cilies
where they are) to get the meter's city. We parameter a window by 150 second because a
tiple arrives every 2 seconds, whereas it s ndexed by a timestionp at each second.

. The snm of consnmptions gronped by ety
SELECT vear_beg, month_beg, day_beg, h_beg, m beg, city, sum{Cons)
I REOM Chans_per M
GROUP 13Y vear beg, month beg, day beg, b beg,ome beg, city;

o TelepraphCO: We created a stroam Elec.stream and assipned a wrapper to this stream. Each
tuple 15 indexed by s timestamp tegtime” specifying the creation time of the taple. which s
asswned Lo be wonolonically wereasing wille a forwal like YYYY-MA-DD Llooness’,

T solve this query. we compute the minimum of the indices for each minute, Then, we make a
selfjoin of the resull obtained with & delay of one mwinnte, Thaoks (o PostGreSOLs operators
for date managoment, we can casily compute the consumption between two instants delayed
b ome Tninnte,

Nested queries are uol supporied by TelegraphCO), bul we can use (e WITH cousiruction as an
alternative. Selfjoins are not allowed cither, we were constrained to create two identical streams
tir join them. We created the frst stresn Blecninstream ! with the minimm of indices by
minute using a sliding window parameterized by an interval of 6 minutes, and a second identical
stream Fleeminstream2 bt windowoed on 5 minntes. This enables 12 to make the differonen
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belween Lhese bwo slreams will s delay of one minnte Lo gel the consumplion during Lthe 5
last minutes minute by minute.
CREATE STREAM Flasminstrenm U meter varebae12), iiniondex INTRGIIL
tegtime TIMESTAMEP TIMESTAMPCOLLUMN )
TYPE UNARCHIVED:
CREATE STREAM Elec minstream? | as Elecominstreamd )

WITH
Elecminstreaml AS ( SELECT meter.minindex ) DATE_TRUNC{ ‘mionte’. tegtime)
1M IROM Filee strenm [IBANGE BBY 6 minates” SLIE B3Y 71 minole’
START AT "2003-12-04 07:50:007]
FROUP BY meter, DATE_TRUNC{ 'minute’, teqtime] |
Elecminstream? AS ( SELECT ... as Elecominstreamd with RANGE BY 5 minutes )
{

SELECT fl.meter, f1.minindex, f1.tegtime, £2.minindesx, {2 minindesx-fl.minindex, {2 tegtime
FROM  Elec.minstreaml as f1 [RANGE BY 1 minnte' SLIDE BY '1 minute’

STAIT AT T20053-12-04 070000 |

Filecaningtream2 ss 12 [JLANGE BY 7| minutes” SLIDE BY 71 minate’

START AT "2003-12-04 07:50:007]
WHERE fl.meter — f2meter AND fltegtime — (f2.fogtime - interval ‘1 minnte’));

To pet the sum of consumption by city, we transform the last query into a stream, we call
it Eloestreameoms. Streams Fleeminstream | and Blee minstream2 are computed with sliding
windows of 1 minule, We apply a join operation belween Blecstiresmeons aud Lable TableCity
windowed to b minutes.

Q2 - Historical consumption -minute by minuie- grouped by meter, or by cily, starting
from a fixed point.
o STOREAM: We apply Lhe same gueries as previously wilboul windowiog, AU the last query
{Cons Per M), woe filter to keep only the dates and time execeding the fixed starting point.
o TeleoraphCO): This guery was easy (o solve thanks to START AT construetion. T filters the
tuples starting from a fixed point. We ollowed the same steps as the preceding query.

03 - Alarm -hour by hour- at exceeding a "normal’ consumption depending on the
temperature,

This query gives an alom when o consnmption exceeds 0% of a ‘normal” consnmption over a
period [rom widoight to the cuerenl hour, The alang is given alier midday, "Normal® consumplion
is given hour by hour in a table comsNormal for a temperature of 2000,

o STHREAM: There is a basic deliciency in the STREAM protolype thal wakes inposaible Lo
solve this gquery. There are no operatorvs for standard date format management. Indecd. to
perform this guery, we wonld have had (o treal several cases: the passage from s day 1o the
next (example; from 12,/02/2004 23:00 to 13/02,/2004 00:00), the passage from a month Lo the
neswet {cxample: from 31002004 23:00 to O1/02/2004 (0:00). the passage from a year to the
nexk.. ..

o ‘lelegraphCC): We use a stream Elec temperature that gives the temperature recorded cach hour
during 150 days. We apply & join operator between table consNormal and stream Flec temperature
in order to build a stream of normal conswmption Elec.streameonsnormal which depends on
tempoerature (a gradient approach s vsed ).

To sclve this guery, we apply a sliding window parametered by a time interval of 24 hours
tor the Eleestresm consnmption stream | we calenlate the smn of consmmption hour by honr
during 24h, and we filter the consumption taken after midday, We [ollow the same steps for
the stream of normal comsmmption to get o stream of normal comsnmption enmnlated honr by
Lowr from midday. Fiually, we compare (he Lwo streans o [ler consmnplion which excesds
of 10 % normal consumption, The guery is not reported in this paper by lack of room.
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4 Synthesis

As for the clarity and easiness of writing queries, TelegraphC0) 35 mmch better than STHEAM,
thanks to s ability of delining landiark plvsical windows combined with the date management
facilities provided by the PostCreSQHL embedded system. Moreover, TelegraphCO) allows to reuse
resilis of gueries as a stream. [ allows also redirecting the ontput of queries into g file to be stored
in a specified format. Queries can be added dyvnamically when others are being executed, which is
not possible with STHRIEAM.

STREAM is characterized by ils graphical interface with a graplical gquery and syvalem visualizer,
In fact. it’s important for nsers (administrators) to have the ability to inspect the system while it is
rinning and bonnderstand how he contitmons gqueries are managed. For instance, it was possible (o
see in STREAM that the aggresation operations of query 1, were perlormed incrementally without
keeping the whole stream in memory.

Clotnparing onr expeclalions and requirements, we can stale Lhal the recenl TelepraphCO) proloty pe
is quite nsctul for online analysis of clectrical power consumption data, mainly becanse we solved
eapsily all onr defined gueries. Thongh the performance of TelepraphCO) appears (o be much betier
o our gueries than in STREAM. we would like to have an idea of the svstem performance and
comtrol the amonnt of memory being nsed to process onr gquerices.

5 Conclusion and Future Work

We have showmn that two DDSMS s allows to treat individual electrie powoer ecomsamption data arriving
i s coulinons and fast rale siream. Aceording Lo onr experiments, 10 appescs that TelegraphC0)
is better adapted to our needs than STREAM. However, TelegraphCO) docs not offer tools to view
the strneture of query plans, nor monitor system resomrees and nspect the amomt of wemory
being used. The cowparison belween (hese bwo DSMS's = wainly [unetional and does ool Lake
into account svstem performance. A follow-up study is to analyze the pertormance of TelegraphO0)
when scaling up to larger stresms lguring & larger munber of meters.

Some rescarch teams work on distributed DEMS's, like the Borealis [1] proposal. Such distributed
DSME"S shonld be more appropriate to deal with AMM diata which are distvibated in natare. We
are poing Lo lest the Borealis systew o the close [uture, i addilion to s llowiog of [ulure releases
of 'TelegraphCQ) or commereial follow-up systoms.
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Johannes Gehrke abstract
TUTORIAL
Processing Data Streams: You Only Get One Look

Continuous data streams arise naturally, for example, in the network nstallations ol large
Telecom and Intemet service providers where detailed usage mformation from different parts
of the network needs to be continuously collected and analyzed for interesting trends. This
talk will provide an overview of the key research results surrounding the systems issues in
data strcam processing. | will overview recent results on data stream system architectures,
query processing, languages for querying data streams, and complex event processing. I will
conclude with some open research questions in these areas.
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Rule Learning from Data Streams: an overview

Jestis 50 Agnilar—Hniz

Sehsl of Fogineering
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Abstract. Classilicalion = a very well shodied task oo dala miniog. Ino the lasl years, me-
portant works have been published to scale up classihication algorithms in order to handle
large datasets, However, due to the high rate of streams of data, a munber of emerging
applications are demanding new approaches. Bule learning is an efficient alternative to ad-
dress non-—stationney coviromments, The talk presents an overview of role—baosed learniog
slgorithos for data streams and emphasivzes some important aspects of these techiniogues.

Keywords: Data Stroams, Bnloe—based learning,

1 Introduction

The advances 1 hardware technology have paved (he way [or (he developrent ol algorithms (lat
can process the real-time information at a rapid rate. Streams of data grow at an anlimited
rite and traditional data wining algorithms cannob process them eficiently. Tn spite of the great
inerease of storage capacity, it is not even enough for hundreeds or thousands of instances arciving
por second. Nowadays, typical problems sneh as clustering, elassification, freqment pattorn mining,
change deteciion or dimensionalily reduciion are being reconsidered o the realm of dala sireamns,
What was initially finite data is now infinite data, thus giving risc to many challenges in machine
learning, data mining and slatistios.

Classification and rule learning are important, well studied tasks in machine learning and
data mining. Classification moethods represent the set of supervised leaming technigues where a
Largel calegorical variable is predicied based o a sel of mugerical or categoriesl inpul variables,
A wvaricty of methods such as decision trecs, rule based methods, and neural networks are used
for the classification problem. Most of these technignes have been designed to buoild classiReation
wodels [rom static data sets. where several passes over the stored data are possible,

In ovder to classify and model large—seale databases, important works have been recently ad-
ressed (o seale up ndoclive classiliers and learning algoritlons, Tn environments where hiph-rate
streams of detailed data are constantly generated, memory and time limitations make multi pass
sealable algorithims anfeasible. Also, real—world data stresms are not generated in stationary envi-
ronunents, requiring incremental learning approaches Lo Leack leends and adapl (o changes in Lhe
target coneept.

Furthermore, the classifealion process may require siimmlbaneons model constrction and fest
ing in an covironment which constantly cvolves over time. However, within incremental learning,
a whole training set i not available a prior s examples arves over time, normally one at & fime
{oand nol Lime dependent vecessarily (e.g.. Lime series). Despite ooline learning syslews coulinu-
onsly review, update. and improve the model, not every online svstem is based on an incremental
approach.

2 Some aspects of learning from data streams

Formally, a data stream 1 can be defined as a scguence of examples (also called transactions or

instamees), D—(e1.e0,. .8 . ), where g; 35 the i-th amrived example. To process and mine diata
streams, dillerent window models are ollen wsed. A window 15 a subsequence bebween Lhe i-Uh and
j-th arrived examples, denoted as Wijl=(ei.ei)1.--..05). 1 < 7. There are three common models:
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— Lamdmark window. ''he model compmtes examples from a starting e; to the carrent e, 1Fi — 1,
then the model processes Lhe entice dala streams.

— Shiding window. This model is based on the size of the windows w, sd then computes all the
examples of the subsequence Wlt-w | 1,t], where ¢ is the current, example,
Damped window, This is a varianl thal can be applied Lo Lhe alorementioned models, as i
assigns woights to examples in order to give more importance to more recent examples.

Tdeally, a rule based system should ool use sampling, and the window size should be one.
Sowe importanl aspecis of e design of ineremental algorithms lor dala sireams ave:

— Influcnce of the arriving: both the order of ceamples, the ariving rate and the possible
Lime—dependency are eritical.

— Adaptation to change: knowledge obtained may not be useful in the ftare, 50 any change
of tendency must be detected,
Learning curve: al iuitial stages, the neremental wodel s wol accurale enough.

3 Rule based systems

In general. rule based classification algoritluns [or date streams ave quite difficult to buaild, par-
ticularly when the window sire is one, as the necessary statisties to maintain the performames are
hard to keep and updale. This [aclor is even wore eritical when concepl drifl is presenl in data,

3.1 AQ11 Algorithm

The [irsl ieremental algorithun based o sel ol rules, which are desceibed in DNT. A1 does nol
store examples in memory, and relics on the leaming process. oe., om the decision mles obtained.
For any wew example covered by a rle with a differend label rom the one of (he example, ACL1L
retines such rules iteratively, until the wrongly classificd example is not covered. Rules arce newly
wenerilized from new exanples.

3.2 GEM Algorithm

The lesarning seheme s very similar (o AQLL althongh each process of generalivalion or special-
tzation takes into account every example arcived until that moment. In practice, it is not an wselul
technige.

3.3 STAGGER Algorithm

The first ineremental algorithim that provides decision miles, and designed to be robmst o the pres-
ence ol noize and able Lo deal witlh concept deill. STAGGER does nol update the rules constantly,
but omly when there is a high level of inconsisteney. S TACGER saves statistics instead of cxamples,
and adopts & conservative policy i order (0 detect chianges in the long Lime,

3.4 SCALLOP Algorithm

SCALLOP is s scalable olassification algorithon for mnmerical data stresmes, The algorithug produces
a sct of decision rules that is constantly verified during the learning process, in order to maintain
the tendeney of datas "Uhe verification is a process that involves modification, npdating and deleting
al statistics (o handle concept deill propecly, Owe of the main ealures of this svstem s the use of
several sliding windows.
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4 Conclusions

The development of learning or classification svstems tor data streams is o very ditficult task. There
are many temporal and spatial constraints and the algorithm wmst provide acenribe response
atry time. Fuethermore, i it s required the svstem to e descriptive, as decision rules [or instance,
then the level of complexity ineresses, since the npdating of deseriptive models takes longer.
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A New Support Measure for Items in Streams *

Toon Calders
Eindhoven University of Technology

Abstract

Mining streams is a challenging problem, because the data can only be
looked at once, and only small summaries of the data can he stored. We
present a new froquency measure for itoms in streams that does not rely on
a Nl winelow lenghh or o Line-decaying Tactor. Basoed on Lhe propertics
of the messure, sn algorithm to compate it is shown. Experimental eval-
uation supports the claim that the new mesasure can be computed from a
summary with very small memory requircments, that can be maintained
and updated efficiently. In thizs cxtendod absteact, the main points of the
prresenlation are discnssel.

1 Motivation

Mining frequent items over strestns received recently s lob of attention.  To
presents interesting new challenges over traditional mining in static databases.
It 35 asmsnmed that the stroam can only be seanned onee, and honee 3 an item
is passed, i0 can ool be revisiled, noless 10 s stored inomain memory, Storing
large parts of the stream. however, is not possible becanse the amount of data
passing by is typically g

Different models have already been proposed in literature. The main charac-
teristic is: how st the froqueney of an item be measnred? There are differont
Lypes of maodels, (1) the sliding window mwodel, (2] (he me-ladiong mwodel, or (3)
the landmark model. In the sliding window model [1, 3, 6, 8, 10], only the most
recent events are nsed to determine the freguencey of an item. In order to avoid
having Lo counl Lthe supports ou this window all over again o every Liwe point,
the algorithm in fact updates the frequency of the items based on the deletion
of some iransactions aod 1he nsertion of olher, To the time-lading model, the
past is still considercd important. but not as important as the present. This
is modelled by gradually fading away the past B, That is, there 35, egl a
decay [actor d <2 1, and a Linepoiol that lies o twepoinis i the past, ouly con-
tributes d7 to the connt. In addition to this mechanism, a filted-time window
can be introduced [4, 5], To the landmark model, a pacticolar lime period is

e presentation is hased on material presented in the BOMELPRIMYOG workshop Inter
padiona] Workshop on Koowledge Discovery Tom Data Stecians (TWIKDINT [2] and is joiot
work wilth Nele Dexters and Barl Gooeltlals of the Uoiversily of Aatwerp,
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fixed. from the landmark designating the start of the system up till the correne
bime [T, B 110 The analysis of the stream is performed for only the part of the
stream between the landmark and the current time instance.

Obwviomsly, the landmark model is not very well snited to find current trends.
The sliding window and Lhe time-decaying models are wore snitable: the sliding
window moethod focusses solely on the present, while the time-decaying modaol
still fakes the past into aceonnd, although the effect Gudes away, For both the
sliding window and the lading window approach. it is hard to determine the right
parameter settings. Fapecially for the sliding window method, if the window
lenglly is sel too high, wleresting phenomens wighl gel smootled oonl, Tor
cxample, suppose that the cccurrcnee of an item o 15 evelic: every month. in the
beginming of the month, the freqnency of a ineresses. 1 the length of the sliding
wittdow, however, is sel Lo 1 mooth, Uthis phenomenon will never be caplured. Tn
many applications it is not possible to fix o window longth or o deeay factor £hat
is sl appropriale lor every ilem al every Lmepoinl in an evolving sireso,

2 Maximal Frequency Measure

Therelore, we propose a pew [equency measure, We assume 1hal oo every
timestamp, & new itemscet arrives in the stream. We denote a stream as a
secprenee of itemsets; ooz, (ob be abe) denotes the stream where at timestamp
1, Lthe ilemsel ab arcives, al lioestamp 2, be, awd al thmestamp 3, abe, The
mazivial freguency measure for an itemset [ in o stream S of length £, denotod
wfreglo. S, 18 defined a5 the masimmm of the requency of the ttemset over the
time intervals [s, 8], with s any timepoiot before f.
Example We focus on target item a.

. 012334 4
a f B — ax | —. —.—.—. .= | —— .
mifreqla. {o b a aa b)) an(l_ 33" )
mfreglabedalbeda)) = max (%) =1 .
2

]
mfreqlo. {(x o« ¢ o e x)) = max (T'

b | =
|

e | b
-“‘l'\-F;
3._|4-'-
=] -
e
- | b

3 Algorithm

For this freqmency measnre, we present an neremental algorithm that maintains
a swall sumumary of relevanl inlormation ol the history of the stream thal allows
to produce the current fregquency of a spocific item in the stroam immediately
ab any tme. That is, when a new lemset arrives, Lhe snmnary is updated, aond
when at a certain point in time, the current frequency of an item is reqguired,
the resnlt eam be obtained instantly from the sommary. The strmcture of the
smnary s based on somwe eritieal observalions abowl the windows with the
maximal frequency. In short, many points in the stream can never hecomae the
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starting point of a maximal window, no matter what the continuation of the
stream will be,

Example In the following stream, the only positions that can ever become
the starting point of a maximal interval for the singleton itemset a are indicatod
by verlical bars,

floaabbbabbhababababbbblaabahbhb|a)

The swmmary will thus copsist ol sowe statislics aboul Lhe lew points o
the stream that arve still candidate starting points of 2 maximal window. These
importanl poinls in the slream will be called the borders. More details can be

found in [2].

4 Experimental Evaluation

Critical [or the uselulness of the technigue are the memory requirements of the
sammry thit needs to be maintained inomemory. We show experimentally
Lhat, even thoupl i worsl case the sumunacy depends o Lhe leagil of the
stream. for realistic data distributions its size iz oxtromely small. Obviously, this
property is highly desirable as it allows for an eflicient and effective compmtation
of our new measure, Also note that our approach allows exact nformation as
compared to many approsimations considered in other works. In Fignre | for
soe disiribiiions, the waximal muouber of borders o syothetically generaied
random streams have been given. The number of borders corresponds linearly
tor the memory regquirements of the algorithn.

5 Summary

In the presentation, anew sapport measare for itemsets in streams i= introdneed
and molivated, Aw algorith lo mwaintaio a small sumenary based on whiclh the
support. can Immediately be prodoced 3s presemted. Experimental ovadoation
shows Lhal 1he memory requireinents of (his sumnary are very low,
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Abstract

In recent vears, emerging applications inteoduced new constraints for
cdata mining el lwds. These consteainls are Ly pical ol a new kind of datee
(e dadee sbresrres. Do dila sEream provessing, memnory. osage s resheicted,
new elements are generated continuously and have to be considered as fast
as possible, no blocking operator can be performed and the data can be
cxamined only once. At this time only a few methods has been proposod
lor mining secquetnlial patberns o data streams. We argue Chal Lhe muain
resson is the combinatory phenomenon related to sequential pattern min-
ing. In this paper, we propose an algorithm based on sequences alisnment
for mining approsimate sequential patterns i Web nsage dada streams.
Tov et Lhe constraint of gne scan, o greedy clustering algorithm associ-
alel Looan aligonoeent method b= proposesd. We will show Lhist oo proposal
15 able to extract relevant sequences with very low thresholds.
EKevywords: data streams, sequential patterns, web usage mining, clus
toering, sequenees aligniment.

1 Introduction

The problem of mining sequential patterns from a large static database has
been widely addressed [20 11, 14, 18 ). The extracted relationship s known
to be wselul for varions applications snch as decision analysis, marketing, nsage
analvsis, cte. In recont vears, emerging applications such as network tratfic
analysis, intrusion and frind  detection, web olickstroam mining or analysis
of sensor data {to name a few), introduced new constraints for data mining
methods, These constraints are typical of & new kind of data: the data streams.
A data stream proesssing has to satisly the following constraints:  memory
usage is restricted, new clements are penerated continuously and have to he
considerad noa lnear time, no blocking operator can be performed and the
data can be examined ooly onee. Hewce, many mwelhods have been proposed
for mining items or patterns from data streams |G 3. 50 At first, the main
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problem was to satisfy the comstraints of the data strewn environment and
provide ellicient wetlods [oe extracling patterns as [ast as possible. Tor this
purpose, approximation has boeen recognized as a key featire for mining data
streams T, Then, recent methods |40 8, 17] introdoesd. different. prineiples
for managing the history of [requencies for the extracied patterns. The main
idea i that people are often more inferested oo recent changes. 8] introdaced
the logaritlonic Lilled fime window [or storing patlerns requencies with a line
oramiarity for recent changes and a coarse grammbarity for long term changes.
In [17] the freqnencies are represented by a regression-based scheme and s
particular technique is proposed for segment tuning and relaxation {merging
old segments for saving main memory).

However, al this lime only a lew welhods has been proposed [or miniey
scouential patterns in data streams. We arpue that the main reason is the
comtbinatory phenomenon related to sequential pattern mining.  Actually, if
itemset mining relies on a tinite set of possible results (the set of combinations
between tems recorded in the data) this s not the case of sequential patterns
where the set of resulls is inlinile. In [act, due to the temporal aspect of
scouential patterns, an item can be repeated without limitation leading to an
infinite number of potential frequent sequences. Inoa web wsage pattern, for
instance, numerons repetitions of requests lor pdl or php files are usual.

In this paper. wo propose the SIS (Sequence Mining in Data Stroams)
algoritlun, which is based ou sequences aligiinent (such as [10, 9] have already
proposed for static databases) for mining approximate sequential patterns in
data streams. The goal of this paper is Grst o show that classic sequential
pattern mining methods cannot be included in a data stresun environment
becanse of their complexity and then to propose a solation.

Our method, proposed o this paper, 15 able w perform several operalions
on the scquences of a batch, in only one scan.  Those operations include a
chustering of the sequences and an alignment of the seqnences of each eluster.
The proposed algorithm is implemented and tested over a real dataset. Our
data comes from the aceess log files of Inria Sophis-Antipolis. We will thos
show Lhe elliciency ol owe mining scheme for Web usape data streams, Lhouglh
our method might he applicd to any kind of scquential data. Analvzing the
behavionr of & Web site’s nsers, also known as Web Usage Mining, is a research
field, which consists of adapting the data mining methods to the records aof
acerss log files. These files collect data sueh as the TP address of the conmected
host,  the requested URL, the date and other information regarding (he
navigation of the uscr. Web Usage Mining technigues provide knowledge about
the behavionr of the nsers in order to extract relationships in the recorded
data.  Among available technigues, the sequential patterns are particularly
woell adapted to the log study, Fxtracting segnential patterns on a log file s
supposed to provide this kind of relationship: “On the Inria’s Web Sife. 10%
of wsers msited consecutively the homepage, the available positions page, the
Y offers. the B missions and finally the past B competitive selection” . We

LET: Engincers, Toechnicias
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want to extract typical behavionrs from clickstream data and show that onr
algoritlun meels (e Lime constraints o a data steeam enviromnent and can be
inclhaded in o data stream process at a negligible eost.

The rest of this paper s organized as [ollows. The definitions of Sequential
Pattern Mining and Web Usage Mining are given in Section 2. Section 3 gives
an overview ol lwo recenl welhods [or exiracting [requent pallerns in dala
streams. The framowork proposed in this paper is presented in Section 4 and
enpirical stidies are condneted o Section 5.

2 Definitions

I this section we defing the sequential pattern mining problem in large
databases and give an Musteation. Then we explain the goals and techniogues of
Webh Usage Mining with seqential pattorns.

2.1 Sequential Pattern Mining

The problem of mining sequential patterns from a static database DB is defined
as follows (2]

Definition 1 Lel T = {iy,d0, .8}, be o sel of k literals {items). T is a k-
itemaet where ks the number of dems in 1o A sequence is an ordered list of
ilemaels denoted by < 818208y, = where 55 @5 an ilemsel, The dela-sequence
of o customer e is the sequence in DB corresponding to customer e, A sequence
oy .ty ois o subsequence of another sequence < bbby = if there
ewisl fntegers iy < i <0 ... <y such that oy Tl a0 Thy,, ... 00 Sy, .

Example 1 Let (7 be a cliend and S=< (¢) [d &) (k) = be thal elient’s pur
chases, S5 means that O bowght ftem e, (hen he bought o and ¢ at the some
moment (e in the same transaction) and finally bowght dtem 7.

Definition 2 The suppor! of o sequence s, also called suppl ), s defined as the
fraction of total date-sequences that contain 5. If supp(s) = minsupp, with a
weiretrnn, support velne mivsepp given by the wser, s s considered as o frequend
sequential pattern,

The problem of sequential pattern mining is thos to God all the freguent se
quential patterns as stated in definition 2,

2.2 From Web Usage Mining to Data Stream Mining

Tor classic Web wsage wining methods, the peneral idea is similar Lo Lhe principle
proposed in [12]. Raw data is collected in access log files by Web servers. Each
input in the log [le illnstrates & request from a client machine to the server (Bdip
dacimor).
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Client | d1 [ d2 | d3 | d4 | d5
1 a | e |d]| b
2 a | c | b |1
3 a g | | b | e

Table 10 File obtained aftor o pro-processing step

Definition 3 Let Log be a set of server access log entrics. An entry g, g & Log.
is a tuple g =< ip,. ([.URL Y time| ... 14 URL 12 time|) = such that for

1<k =<m, B.URL is the ilem requested by the wser g al lime I time and for
all 1 = § <k, 1] time = Ff.ﬁ?ﬁmrz.

The structure of a log [ile, as described in definition 3, is close to the “Client
-Time-Item” structure nsed by sequential pattern algorithms. In order to e
Lract [requent behaviowrs from a log lile, [or each g in the log [ile, we sl have
to transform ip, into a client number and for each record & in g, [f.time is
transformed into a time munber and 7.7 RL is transformed into an item o
ber, Table 1 gives a file example obtained after that pre-processing, To each
client corresponds i sories of times and the URL roguested by the client at cach
time, For instance, te client 2 requesied the TRL “[™ al lime d4, The poal is
thus, according to definition 2 and by means of a data mining step, to find the
secuential patterns in the file that can be considered as frequent. '1'he result
may be, for instance, < (a)(c){b){c)= (with the file Nustrated in table 1 and a
minimum support given by the nser: 100, Such o resalt, onee mapped back
into ULLs, strenglhens the discovery of a [requent belbaviowr, coumon Lo
users (with n the threshold given for the data mining proccss) and also gives
the sequence of events composing that behavionr,

Nevertheless, most methods that were designed for mining patterns [rom access
log files canmot be applied to o data stream coming from weh nsage data (such
s clickstreams). In onr context, we consider that large vohimes of nsage data
are arriving at a rapid rate, Scequences of data clements are continuously gen-
erated and we aim at identifying representative behavionrs, We assime that
the mapping of URLs and clients as well as the data stream management are
performed simmltancously. Forthermore, as stated by [13]. seopential pattorn
extraction, when applied to Web aceess data, is effective only if the support is
vory low, A low support means long response time and the authors proposced a
divisivie approach to extract sequential patterns on similar navigations (in order
Lo gel highly signilicant patterns). Our goal with this work is close (o that of [13]
sinee woe will provide a navigation clustering scheme designed to facilitate the
discovery of inferesting sequences, while meefing the nesds for rapid execution
times involved in data stream processing.
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3 Related Work

In recent years, many contributions have been proposed for mining patterns in
datin streams (63, &, 850 1T, 190 2000 (1L 15] also consider the problem of mining
sequences in streaming data, In this section, we give an overview of [8] and [17].

3.1 FP-Streaming: Frequent Itemset Mining

The anthors of |8 describe an approach based oo s bateh environment and in
troduce the Fl'-stream structure for storing froquent patterns and the evolution
of their freguency. The anthors propose to consider batehes of transactions {(the
update i=s done only when enough incoming transactions have arrived Lo [orw a
new hateh). For each bateh, the froquent patterns are extracted by means of the
FP-Growth algorithom applied on g FP-tree structure representing the sequences
of the batch, Onee the equent patterns are extracted, the T-stream struc-
ture stores the frequent patterns and their tilted time windows. The tilted time
windows give a logaritlunic overview on the lrequency history of each [requent
pattern.

3.2 FTP-DS: Temporal Pattern Mining

In [17] a repression based scheme is given for temporal pattern mining [rom
dati streams. The anthors propose to record and monitor the fregnent temporal
palterns extiracled. The [requent pallerns are represented by a regression-hased
method, The FTT-DS methed introduced in [17] processes the transactions time
slot by time slot. When s new slot has been reached. F'UP-DS seans the data of
the new slot with the previous candidates, proposes a set of new candidates and
will sean the dats i the next slot with those new candidates. This process s
repeated while (he data siream s active. TTP-DS is designed for wmining inler-
transaction patterns. The pattorns extracted in this framework are itemsets
and this worl do not address the extraction of sequences as we propose to do.
The authors claim that any type of temporal pattern (cawsality rules, episodes,
secpiential patterns) ean be handled with proper revisions. Howoever, we disoss
the lmits of wining sequential patierns from data sireams in Section 4.1,

3.3 SPEED: Mining Sequential Streaming Data

In [16] the suthors propose to extract sequential patterns from a data stream
thanks (o an original and eflicient bree slruciure. Their problem is the most
similar to onrs, since their goal s to extract scquences with a specific threshold
atied Lo manage the history of frequencies inoa tilted tiime window mwanner. The
proposed tree structure takes into account the inelusion of sequences embedded
in each batch in order to optimize their storage. Actually, this tree offers a
Fregion” technique in order Lo group sub-sequences of a sequence.
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4 The SMDS Algorithm: Motivation and Prin-
ciple

Ohr method relies on a bateh enviromment (widely inspived from [8]) and the
prefix tres strncture of PSP (L (for managing frequent sequences). We Grst
study the limitations of a sequential pattern mining alporithm that would be
integrated inoa data stream context. Then, we propose our framework, based
on a sequences alignment principle,

4.1 Sequential Pattern Mining in a Batch Environment

£ sinmm ——Lenot of data sequences: 22

3 7
AR —s—Length of data seguences. 24 f

Jé_f T —k—Length of data seqguences; 26 ?{

4 200000

bt ==L ength of data seqguences:

£ 100000

=

¥ 0

Length of candidates

Fignre |: Limits of a batch environment involving PSP

Our method will process the data stream as batches of fixed size.  Let
By, My, 2, be the batches, where B, 35 the most recent bateh of transac
Lions. The principle of SMDS will be o extraclt eequent sequential pallerns
from cach bateh & in By LB, and to store the froquent approximate sequences
in s prefix tree strncture (inspived rom |11, Let us consider that the freguent
sequences are extracted with a classic exbhaustive method (designed for a static
transaction databaze). We argne that such o method will have at least one
drawback leading lo a Dlockiog operalor. Lel ws consider the example ol Lhe
I*81* [11] algorithm. We have tested this algorithm on databases containing
only two sequences (5 and o). Both sequences are equal and condain ilenseis
having lengtl one, The first database contains 11 repetitions of the itemsets
CN2) (dee ap —<2 (DH{2WIH2)(02) =, lentgh(s)—22 and 50 — %) The
number of candidates peneraled al each scan is reported o figure 1. Tigure 1
also reports the mumber of candidates for databases of sequences having length
24, 26 wnd 28, For the base of sequences having length 28, the memory was
exceeded and the process could not succeed, We made the same observation
for ProfixSpan® [ 14] where the number of intermediate sequences was similar to
thiat of PSP witls the same mere dalabases, I this phenomenon is wol blocking
for methods cxtracting the whole cxact result (one can sclect the appropriate

Dowrdomdod Trom Litp:/ Sww w-sal.cs, uiue.cdu /-l fsoltwars / proefisspan. i

Numéro 36
© Revue MODULAD, 2007 47



EUROPEAN WORKSHOP ON DATA STREAM ANALYSIS  March, 14-16, 2007 » Caserta, Italy

method depending on the dataset), the integration of sneh a method inoa data
slream process is inpossible because the worsl case may appear in any batch®,

4.2 Principle

The ontline of onr method 15 the ollowing: for esch bateh of transactions,
discovering clusters of users (grouped by behaviour) and then analyveing their
navigations by means of a scquenees alignment process. This allows s to
ublain clusters of Lelaviowrs representing the currenl usage of (e Web site.
For cach cluster having size greater than minSize (specitied by the uscr) we
store ouly the snmmary of the clusier. This summary is given by the aligned
sequence obtained on the sequences of that cluster.

Tor each batch, our elustering algoriilun is initialized with ooly one cluster,
which contains the first navigation (first sequence of the bateh). SMIDS is then
able to process a batch of seqnences inoonly one sean. During this sean, the
following operations are performed:

. For each navigation nin the bateh, wis compared to ecach existing cluster,
Lat o b the eliuster sneh thal its centroid <. is the most similar o e, then
n is inserted into c. IF no such cluster has been found then a new cluster
i5 ereated and nois inserted in this new eluster. 'The comparison of n (the
navigalion sequence) with a eluster ¢ is explained in seclion 4.4,

2. For cach cluster o, SMDS computes the centroid ¢, of ¢ incrementally.
This step is detailed o section 4.3, This step is very important, sinee each
sequence & to be nserted in a cluster will be compared to the centraid
ROCIIICTIEN t]'F each ehster.

40 At the end of the bateh, the centroid of each cluster ¢ will stand for the
cxtracted knowledge, since it can be considercd as a summary of e

4. Fawh centroid is inserted into a prefix tree designed to capture the history
ol Lthe exlracted sequential pallerns,

4.3 Centroid of a Cluster

The centroid of a eluster is fonund thanks to the alignment techniogue of [H)]
applied to the cluster. This alignment techinigue uses the dypamic programming,
When the fivst sequenee 35 inserted in the clustor, the controid is cqnal to this
TITHOIE SeIeTee,

The alipnment of sequences leads to a weightod soquence represented as follows:
SA —< l tnqde tne, 00 =0ome In this representation, mostands for
the total number of sequences involved o the alipnment. [y (1 < p = ¢) s
an itemset reprosented as (T 0o mg L my

¢y, bowhere my i the mumber of

7o ]

o welr wsage pattern, For nstance, numereus repelitions of roquests Tor pdl or plp les
are usual
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Step 1

Sy <{a,c) (c) ] (mn)z

Sa < {ad) (&) {h) {mn)=
SAqa: (222 e, d:1):2 {0232 [h:1):1 (m:2, n:2):2
Step 2

SAqa: (a2, ¢, d:l):2 (o222 (hel:d {1122, m:2):2
S3: <(ab) (e) (L.j) ()
S5Aa: (a3, L, e, 133 (ed):d (Ll i1, 102 (s, e2):3
Step 3

SApa: (@:3, bil, el i10:3 {e:3):3 (ke i1, 12 (md, n:2):3
Sy <{h) {r) {h.i) (m)=

Sa: (a:3, 5:2, e:l, i)l (esd)d (W2, 82, 3153 (med, ne2)ed

Fignre 20 Different steps of the alignment method with seqnences from example

2

sequences coulaining (he ilem x; al the pt position in the aligned sequences,
Finally, 1, is the number of occurrenees of itemset I, in the alisnment, Example
2 deseribes the aliginment process on 4 sequences. Starting from two sequences,
the alignment begins with the insertion of empty items (at the beginning, the
enel or inside the seqnence) antil both sequencees contain the same number of
ilemsels.

Example 2 fef us consider the following sequences: 87 —= (o) (&) fmn) =,
82 —<2 fud) (&) (h) {mn) =, 5z —< {uwb) {e) {i3) (m) =, 84 —< () {e)
(i) fm) = The steps leading to the alignment of these sequences are detatled
i Frgure 20 At fivst, oo emply itermsel & inserted fn 81, Then 57 ond Ss are
aligned i ovder Lo provide SA 2. The alignmend process @5 then applicd o 542
and Sy The alignment method goes on processing fioo sequences ot ench step.

At the end of the alipnment process, the alipned sequence (54 in figure 2) i=s a
srnnary of the corresponding eluster. This aligned sequence, which will be the
centroid of the cluster [rom the above example, may not be a true pattern. The
approvimate sequential pattern can be obtained by speeifying b the nmamber
of oeemrrences of an itewn in order for it (o be displayed. For instance, with the
scguence SApy from figure 2 and & = 2, the filtered alipned scqguence will be:
< b{e)(hil(mn)= (eorresponding to items having o mumber of ocenrrences
greater or equal to k).

I SMDS, the alipmment is npdated inoa ineremental wie, for each sequence
added to the cluster. For that purpose, we maintain a matrix, which contains
the rmmber of items for each sequence and & table of distances between each
sequence and the olher ooes, This s Mustrated o Geoee 3. The walrix (lell)
stores for cach sequence the mmber of ocenrronees of each item inthis sequence.
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Seq | 37 | simil Matriz(s, s;)
Seq |a|lb]e =1 ij
s | 201 =2 o

Ao X
ge LR i) I

Sn—1 1

Tigure 3 Dislances belween sequences

For instance, g 15 a sequence containing the item o twice. The table of distances
stores the swm of similarities [sémdd Matriz) between each sequence and the
other omes. Lot 5y he the mamber of ocourrenees of itom §in sequenee s and
let m be the tolal mumber of items, somel Malrie 15 ound thaoks o the malrix
in the following way :

stmilMatriz(s;. sa) — 300 min(sq,. 54, ).

For instance, with two soquenees s, and s in the matrix given in fignre 3 this
s is; 8) 4 80, +a, —14+0+1 -2,

Sometimes, the alipnment has to be refreshed and cannot be updated incremen-
tilly. et s consider a sequence s, First of all, s, s ingerted o the matris and
its distance to the other sequences is computed [E;‘:L sirmil Malria(s,, 5:)). 8y
is then ingerted in the table of distanees, with respect to the decreasing ovder of
distanees valnes, For instance, in fgare 4 &, 35 inserfed after so. Let r be the
rank where s, s inserted (in our current example, » = 2) in e (1.5 is a paramcter
specified by the nser. There are two possibilities after having inserted s,

1, = 0.5 % ¢, Iu this case, the alignment s updaled ncrementally and
. — mlignment(<. &, ).

2.r = LA % |l In this case. the centroid has to be refreshed and the
aligniment is computed again for all the sequences in this cluster.

4.4 Comparing Sequences and Centroids

Let s be the current sequence and © the set of all elusters, SMDS seans O and
for cach cluster ¢ © 7, performs a comparison between s and ¢ (the centroid
of e which = an aligned sequence). This comparizon i based on the longest
common sequence (LOCS) Detween & and .. The lenglh of the sequence is also
taken into account, since it has to be no more than 120% and no less than 80%,
of the original ssquence (Arst seqnence inserted i e,

Definition 4 Let s and s2 be two scquential patterns.  Let LCS(s). 82)
be the length of the lomgest common  snbseguences between s and
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Merging data streams in

operational risk management

L) &
Dal

ckground

Statistical models for risk
management

e Legislative background: regulations of
Banking Authorities (Basel2 regulations,
); but also information security
(ISO 17799) and business continuity (BS
25999) require risk measurement

e Strategic background is to improve
controls, efficiency and performance of
(service) companies




Statistical models for financial risk §::'
management .

Objectives of modelling:

e efficient capital allocation, to cover
unexpected losses without allocating too much
capital

e effective performance monitoring of business
units, branches and processes

Necessary condition is a valid measurement of
risks: good data quality, good data mining

e Obijective: to estimate a loss distribution, and derive
functionals of interest from it (such as the Value at Risk)

e Losses in market risk are realisations of a continuous
stochastic process

e Losses in credit risk are realisations of a convolution
between a binary process (default or not) and a
continuous one

e Losses in operational risk are realisations of a
convolution between a counting process (frequency)
and a number of continuous ones (severities)

6




Final aim: distribution of oo
integrated losses

Market losses

Total losses

Credit losses i ‘ \|

Operational losses

[ —

e Risk of financial losses caused by: inadequate
internal processes, human errors, IT failures or
external events. (Basel Committee, Working
Paper on the Regulatory Treatment of
Operational Risk, September 2001).

e Measures risks due to enterprise management
(rather than financial or credit management).

e Compulsory for most banks by end of 2007




e Suited for large sized and efficient banks,
and those operating at the international level

e Based on the analysis of all available and
relevant data, by means of a statistical
model aimed at estimating the probability
distribution of the losses

e Most used statistical models are: scorecard,
actuarial. Also causal

Merging data streams in
operational risk management

Current approaches

10




Scorecard models :

e Based on expert opinions (of process owners)
on operational losses expected for a future
period (e.g. next year)

e Each process owner evaluates: which are the
likely risks; the expected losses; possible causal
factors (key risk indicators) of the losses

e In the most diffuse version assessments are in
terms of expected frequencies and severities.
Typically both on a categorical scale (low,
medium,high).

11

Employs two types of probability distributions:
the distribution of the frequency of the risk events

the distribution of the losses that arise for each given event
(severity).

e The convolution between the two determines the loss
distributions and, then, the Value at Risk.

e Suited for rare events, with high severity. Do not model
relationships between loss events and with their causes.
Requires simulation based methods to derive the loss
distribution.

12




e For each risk type, business unit, and a given
period, operational risk losses can be defined
as a sum (S) of a random number (n) of single
losses (X;):

S=X + X, + ..+ X,

e The actuarial model typically assumes that: a)
single losses are i.i.d. random variables; b)
the distribution of N (frequency) is
independent on that of X; (severity)

13

. o000
Actuarial models 44
0
Frequency Severity e
N ... ,
L g 50000 100000 150000
Number of events Severity per event
NA Montecarlo convolution R/ ;
A
Total loss g
Fo)égected

Probabilita
10e-06

‘ Var (99.9%)

0.0e+00

Q 500000 1000000 1500000

Perdita complessiva




RUN# | FREQ. SEVERITY
1 First Event 2 Second event 3 Third event
1 0
2 3 0.247963 94.10739958 0.984985 300744623.6 0.227363 0.227086103
3 1 0.773522 25007.66528
4 0
5 0
6 0
7 1 0.982238 4872414.65
8 1 0.770287 23985.12518
9 1 0.287759 150.8397754
10 3 0.027833 0.768589688 0.041871 0.000193265 0.374248 4.911219919
11 0
12 3 0.938475 548073.9994 0.933653 2484677.895 0.615192 406.9620162
(o) (o)
10000 (....)

15

Bayesian actuarial models

e Can add a prior distribution to both the

frequency and severity distribution.

e A conjugate and little informative approach
can be chosen.

e E.g. gamma prior for both the frequency and
the severity distribution

16




Causal models

e Each operational loss

depends on the outcome @

of other events (causes),
each of which can also
be dependent

e Suited for frequent
events, with low severity

e Difficult to specify, yet @
very useful for audit and

control purposes
U OPERATIVA perdite

oo

17

Bayesian networks

Advantages:

1) Can exploit correlations and
causations with all risk factors

2) Can handle fusion of different
sources of information;

Inc312

Disadvantages:

1) Joint treatment of the two
components of the expected
loss (frequency and severity);

Inc821

18




Merging data streams in
operational risk management

Our proposed approach

19

Basel 2 requirements

From the official documentation (www.bis.org) it can be desumed
that AMA models must be based on the combined usage of four
data sources:

“Any risk measurement system must have certain key features to meet
the supervisory soundness standard set out in this section. These
elements must include the use of internal data, relevant external data,
scenario analysis and factors reflecting the business environment
and internal control systems”

e.g. A sound AMA approach must combine: historical loss data,
external (consortium) data, expert opinions, key risk indicator data

Our proposal aims to fulfill this requirement.

20
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How to integrate ? :

e The open problem is how to integrate, in a statistically coherent and
computationally efficient way, different sources of data.

e We have proposed an approach based on: non parametric models
to prioritise risks and calculate the value at risk. This will be
described here.

e A different development involves lifting the assumption of perfect
dependence among risk types, using Bayesian networks and
Copula models. See e.g. Bonafede and Giudici (2007) and Dalla
Valle, Giudici and Fantazzini (2007)

21

Business Line

Measurement units

Event type
1 2 3 4 5|6 7

Operational risk events

1.1]1.212.1]12.2(3.1(3.2|3.3|14.1|4.2]|4.3(4.4|45|5116.1]7.1|7.2|7.3|7.4|75]7.6

are classified in Business

\fe

A—»ﬁ_ Lines and Event types

a0 2y

@ |~ |o (o |» e v |-

| -
| Iﬁ | LT T[]

For example we may consider 8 business lines and 20 event
types, leading to 160 measurement units (named CELLS for
brevity)

22

11



Three sources of informatio

Internal Pooled
guantitativg industry
data data

Figures indicate
Cells for which there

are data of some 93
kind \
Cells for which no
information is
OPINIONS available
23
[ X X ]
0000
[ X XX
Non zero cells
(X
®
Event type
1 2 3 4 5|6 7
11(1.2(21]22|31|32(3.3|41|42(4.3|44|45|51|64]|71|7.2|7.3|7.4|7.5|76
1
ol 2
=
=3
a0 a
Q
cls
N
5]
5| 6
[+4]
7
: |
enllyiin-crnall Internal losses (»2)
losses (>12 & pooled industry data
[i] CLAEACTIICEE Internal losses («<3) &

pooled industry data

only pooled
industry data

24
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Internal Loss data: example

Total losses Number of events (frequency)
Cells 1999 2000 2001 2002 2003| 1999 2000 2001 2002 2003
Inc142 253740| 177777| 8521 109555 295914] 26 15 1 11 30
Inc211 153,384| 202916| 243028| 37780 258531 1B 21 2 4 26
Inc222 213453 353305| 51448| 267.178| 190778] 22 3% [ 7 20
Inc322 346,549| 419123 400735| 320633 417310] 35 42 41 33 42
Inc243 42568| 119.789) 177,147| 262,832 124481| & 12 18 27 13
Inc?73 112718 385365) 468,169) 19638 270249 12 39 47 2 28
Inc322 137,264| 177939) 122921) 272883 371847 14 15 13 28 38
Inc345 136,151 267,783| 2365546| 188354| 15008 14 7 24 19 2
Inc351 307.810| 46542| 95771 480578| 172,138 31 5 10 49 18
Inc412 214,832 B4897| 291579 1280651| 30pBS6| 22 ] 30 13 4
Incd41 326822 449887| 229711 103960| 184453 33 45 23 11 19
Inchz2 283,863 211,305| 233691 430,623| 203755 29 2 24 44 21
Inchd4 56754| 373848| 199.894| 232,158 457074] B k| 20 2 16
Inc574 297,865 411297 252613] 111416 444260 30 12 26 12 45
Inc612 179020 477292| 15943] 311724 491762] 18 48 2 32 50
Inc641 214,399| 342697 57227| 101,807| 238547 22 3 5 11 24
Inc661 25951| 250233) 234439 983| 346E80| 3 % 24 1 35
IncB22 1320085 137.731) 198.469) 398828 212827 14 | Lleebe———-
2 199,383| 114443| #1B,757| 137,136 33] Ggak
~dgmos| 7217 smogplee—"

Not real data!

25

External loss data: example

Losses 2003-2006 for Italian Consortium DIPO

€952.485 €£980.166 €3.973219

Source: DIPO

frode esterna  rapporto di lavoro clienti danni materiali sistemi processi

[ === frequenza —e— severita media severita totale

26
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Self Assessment data: sese

( X J
examp le .

Frequency 111 112 121 122 123 124 125 126 127 128 129 1210

A [Annual 30 30 28 32 27 30 32 32 29 32 27 29

B [Monthly 2 2 3 3 2 3 4 3

C [Weekly 2 1

D [Daily

Total 32 32 31 32 32 32 32 32 32 32 32 32

A JAnnual 938%]| 93,8%| 90,3%| 100,0%| 84,4%| 93,8%] 100,0%| 100,0%| 90.6%| 100,0%| 84.4%| 90,6%

B |Monthly 6,3% 6,3% 9,7% 0,0% 9,4% 6,3% 0,0% 0,0% 9,4% 0,0% 12,5% 9,4%

C [Weekly 0,0%| 00%| 00%| 00%| 63%] 00%| 00%| 00%] 00%| 00%| 31% 00%

D [Daily 0,0%| 00%| 00%| 0.0%| 00%| 00%| 00%| 00%| 00%| 00%| 00% 00%

Total 100%] _100%| 100%| 100%| 100%| 100%| 100%| 100%| 100%| 100%| _100%| 100%

27
[ X X J
0000
[ X XX
. . .
. [ XX
ISK INAlcators. exampie oo

[ J

1+ 03R3 Se Ki,j > (.66
Fi; =< 1 se 0.33 < K, ; <0.66
1—0.3R? se K;; <0.33

E. . Correction factor of the i-th area (e.g. province) on the j-th
t,7  cell (business line * event type)

i,j Meanofthe j-th KRIin the i-th area;

R? Ratio between deviance of the area means and total deviance
1 forthe i-th KRI;

28
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Structure of the proposed model

Information Data
sources transformation

Internal

—
—— 4

DATAMART ORM

HBxpert opiniong———_|

re processings

~— "
— 1
Me— /

KRI v

(Key Risk

Indicators)

—
|

Losses DB I

\l_/
External

DIPO { Scaling r

Back-testing in and
out of sample

Results — rating oprisks

Frequency 111 | 112 | 121 | 122 | 123 | 124 | 125 | 126 | 127 | 128 | 129 | 1.210
A [Annual 30 30 28 32 27 30 32 32 29 32 27 29
B [Monthly 2 2 3 3 2 3 4 3
C [Weekly 2 1
D |Daily
Total 32 32 31 32 32 32 32 32 32 32 32 32
[A JAnnual 938%]| 93,8%| 90,3%| 100,0%| 84,4%| 93,8%| 100,0%| 100,0%| 90,6%| 100,0%]| 84,4%| 90,6%
B_[Monthly 6.3%| 63%| 0.7%| 00%| 94%| 6.3%| 00%| 00%| 94%| 00%| 125%| 9.4%
C [Weekly 0,0%| 00%| 00%| 00%| 6.3%| 00%| 00%| 00%| 00%| 00%| 31% 00%
D [Daily 00%| 00%| 00%| 00%| 00%| 00%| 00%| 00%| 00%| 00% 00% 00%
Total 100%| _ 100%| _ 100%| _100%| 100%| _100%| _100%| _100%]| _100%| _100%| _100%]| _100%
[max | 938%] 938%| 90,3%| 100,0%] 84,4%| 93,8%]| 100,0%] 100,0%| 90,6%| 100,0%| 84,4%[ 90,6%]
|Median [ A Al Al A [ Al Al Al Al Al Al Al
Gini index | _0156] 0156 0,233 0,000 0367] 0,156 0,000 0000 0227] 0000 0362 0,227]
Min Gini 0,000
Max Gini 0,849
Gini Rating [ AAA [ AAA | AAA | AAA [ AA | AAA AAA | AAA | AAA | AAA | AA | AAA |

30
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Results - VaR reporting

Event type
1 2 3 4 5|86 7
1111.2121(22(31|3.2|13.3|41(4.2|4.3|44|45|51(|61|71(7.2|7.3|7.4|75(76

Business line

|~ ||| =W N

D<50 .50-100 .100-500 .>500

values in thousand of Euro

33

Results - Backtesting

VaRAtteso ‘
|
VaRMCBayes 6.260.630
VaRNC Attuariale 4‘_\ 2596.128
Basic Indicator 1.645.004
VaRBayesiano 853758
VaRStorico 382657
Ferdite effetive 2006 | | 125,661

2.000.000 4.000.000 6.000.000 8.000.000 10.000.000 12.000.000 14.000.000
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Merging data streams in
operational risk management

Open issues and references

35

Open issues

a)

b)

<)

Necessary to improve expert opinions: more reliable
responses needed (cultural factor). For example, as the
required VaR is at the 99,9% level, necessary to have
different classes widhts (especially in the tails).

More work to calibrate different databases with each other
(eg loss data collection, self-assessment, pooled data).
Necessary to measure and model explicitly key risk
indicators and control factors, and insert them in the model
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