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Abstract. In this paper, we present s novel method to summarize g proup of three data
streams sharing a relational link between each other. That is, using the relational data base
model as a reference, two entity streams and one stream of relationships. Each entity stream
contains o steeam of entitics, cach one of them referenced by a key, moch in the same wiy as
aopritiary key relerences all objects inoa regular datalsse lable, Uhe stream ol relationships
contains kev couples identifving links between objects in the two entity streams as well as
attributes characterising this particular link.

The algorithm presented here produces not only o summary of both cntity streams consid-
ered independently of each other, Tl also gives asummarey of Che relations existing between
the two entity stresms as well as information on the join obtained joining the two entity
streams through the relationship stream.

Keyvwords: Relational Data Mining, Data Stream Mining, Clustering, Data Stream
Summaries, Data Stream Joins.

1 Introduction

The last decades bave seen a buge inflation in the amonnt of information generasted by most com
mercial processes and the rates at which it s produced. This has led to the development of a new
ficld in the data analysis commmity devoted to the study of infinite streams of data, arriving at a
rhivilon so fasi, and so large Lhat 1hey can’t [ o storage and thos bave 1o be irealed u one pass,
This new ficld, called data stream analysis has been the subject of a growing attention by different
cornmmmities incliding but not mited to those of databases, datia mining or machine learming.
This work studies the design of swnmaries built from such data streams, Much work has aleeady
beerm done to design algorithms eapable of producing stmmarios of any given data streams. Howe-
ever, mosh real world dala does ool stand oo ils own bul inelades relerences Lo dillerent dala
produced by different streams. That’s why we have choscn to intercst oursclves in the summary
not of a single data stream. bnt of several data streams joined by relationships. To simplify the
problem, we will only consider here a small example of three dala streamns, one relationship stresmn,
and two entity stroams.

2 Related Work

This work is relaled Lo much previous work doue oo dala streams in the past few years [1] [2],
however, it shares particular relations with two specific problems. The first one is the summary of
i single dala stream, and the secomd, the problemn associated with the joiu of two data streams,
Both of these prablems have been stodicd separately. However, while the problom treated here
might seem like the conjnnetion of the two previonsly eited, it s a new and different problem. 'The
poal here is pol Lo lest jole bwo streams awd then suomnnarice 1he resulting stream bl Lo make a
summary of the streams without having to process the join but while still taking into account the
relationship information,

This particular problem has not been much considered vet to our knowledge, and that is why we
have docided to propose o solution for it
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3 The 3 Way Summary Algorithm

In this section, we give a formal definition of the problem before describing onr solation, This
description is composed of several different parts, two parts for cach of the entitv streams and one
for the relationship stroam. 'I'hen one final part to store the state of the systom.

3.1 Problem Presentation

Thir problem considered here is to snmmarize the information contained by three data stroams
sharing a relaliouship witlh one another, 5o (hat he sunooaries can be wsed Lo gel inlormalion
on any of the three streams. but also on the links they shave with one another. More formally,
we comsider fwo Fntity streams £ oand FLoand one relationship stream Ro Al those stresms are
insertion ouly, The enlily stream B produces a sequences ol elements Fy — (ke e, ep i, where
ko K. ds a wnigue identifior (similar to a DH primary key). t is the clement’s timestamp marking
Lhe Gime al which it entered the sysbem amd Lhe &) are povalued atteibubes, Similarly, each element
of stream F s denoted by (ke 8, fi. .., fy ). The relationship stream R on the other hand produces
a sequence of elements 8; — (b, bpo o, ey ), where each element is composed of & pair of leys
(kg kr) kg € K and kp & L, a timestamp { and d valued atteibuotes.

Four hvpotheses are made om the nature of the streams. [t s first assumed that both entity stroams
biave a low rate compared to the rate of the streson of relationships. U is also assaned that the
underlyving distributions of both entity streams’ elements change slowly with time, Moreaver, all
the attribmtes are considerod to be mmerieal. And fnally, i s assomed that keys referenced in
the relalionship sieeam I have all already been produced i entily streams Foand I7

4.2 Sumunarizing Tools

To realize an officient summary, throe older technigues where nsed in the sommary stroctare used.
The Grst one s the concept of mwicro cluster introdnesd by Aggarwal in [, that makes nse of
the Cluster Feature Vector (CTV) ageregate lirst presented by Zhang in [4]. The second one, also
introduced by Aggarwal in (3], is the idea of dividing treatment. between an online part producing
snapshols of Lhe systew stale, aud an ollline part apalyeing Uese snapshots, Fioally the ibicd one
is the concept of Bloom Filters developed by Ho Bloom in [5]

4.3 Sumunary Struciure

We first describe the summeary structure this algorithm will be working with.

Eiach entity stresm (B here) is summarized using Np micro chisters {Cr. Cra. oo Cra b where
each mwicro cluster represenls a muuber o ol poiots Lhal have passed o the stream amd relains
statistical information abont them. A micro elnster is composed of three differont parts.

The frsl and mwain one s the CFV associaled with the clusier, OFV(Cg; ). thal keeps all the
statistical information related to the cluster, as deseribed in [3].

Ther second part 15 0 Bstoof Ll fd fist. For all new micro elisters, this st starts with one element
that uniguely identilies the cluster in Lhe system, amd then keeps Leace of i I clusters arve merged
tomether, their respective [d list are merged as well,

Finally, a Bloom Alier is also attached o esch micro cluster. The hinetion of these filters is (o
learn a st of elements so that the filter is capable of telling whether new elements are part of the
learmied set or not. Here, it is nsed to learn the set of all the bgoof the elements ropresented by the
wicra cluster.

The relatiomship stream on the other hand. is summarized using as a summary stroctore a
NgxNp CFV cross table. Tn the stream B, esch element By of the stremn is linked fo one anigne
element. of each entity stream through a key couple (bg. ke ) So. [T is connecied to two micro
clusters, one for & one for £ the elister in the entity summary of K (rosp. B} containing the
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element of key kg (resp. kp), is Cg; (resp. C'r; ), then the elewent By is represenled by the CFV
of index (4. 7) in the CFV cross table,

3.4  FEntity Stream Summary

Fach eolily sleeawn is trealed separately bul o an ideotical way, o a siwilar wanner Lo the one
nsed in [3]. For simplicity’s sake, only the case of entity stream E is considered here.

Upon the arrival of esch new element I the distance from the new element (o the centrodd of each
micro cluster is caleulated using the L2 norm, the micro cluster O closest to E; is then identified.
It is then detormined whethor the new cloment shomld be absorbed by the miero eluster or rather
starl a new wicro cluster of iVs own, This s dooe by compuling the BMS deviation of cluster O
and checking if dist(C,, E;) < cst « AMS(C, ), if it s s0, then the clement can be added to the
wicro cluster, i not, it is considersd foo Bar and will be the seed of o new micro cluster. To cases
where € has only one element, RALS(C, ) can't be caleulated and it's value is set in an heuristic

vt the distance from O to it closest neighbonr.

Il 1he element 15 added 1o Oy, the CTV 5 apdated wilh the coordinates of I, The key value of
the clement, &g, is then passced through the Bloom filter to be remembered. If not, a new micro
cluster s created with £ as its seed. buat Arst room has to be made for it 'Uhe destraction of an
old micro cluster can'l be considered lu this case as it might brake Lhe relalional nleprity belween
the stroams. As, ovem i an element =0t relovant anymore in the entity stream, it may =till play
an iwportanl role o the relalionship siream, Therelore, the two wicro clusiers Lhal are closesi
to cach other have to be merged together. This is achicved using the additive propertics of the
CFV and the Bloom filters. T'he CFV of the two vectors are added together, the two lsts of d are
werged, and the Bloom [illers are werged logether using a logiceal or, thus leaving roow [or Lhe
now micro cluster to be created. This also implics some changes in the relationship summary cross
biable. The two lines, or two cobimns corresponding to the two merged micro elusters st also be
added together.

3.5 Relationship Stream Summary

The relationship sleeam is sumnarized nsing the CTV cross (able, As each new elemenl B arrives,
first the kev & is tested against the Vo Bloom filters attached to the micro clusters storing
stream [0 Inoa simdlar manner, br, is tested against the Np Bloom Glters related wo stresn FL
Three cases may arise, In the first standard case, the Bloom filters tests lead to the identification
of i imicue pair of chisters O, for ke, and O for ke, I that case, H; s added to the CEV of
the cell {rm, ).

In the second case, the tests lead to an absence of match for cither E, F, or both. Considering the
nature of the Bloom filters and onr hvpothesis on the streams, this can’t happen inless one of the
kev values in either I, 7 or E has been corrupted. Therefore, all elements falling into this catepory
are: kept connt of, then discarded.

It the last case, the tests lead to the identification of several clusters [or eilber kg;. kp; or bolk.
This can oceur due to a collision in the Bloom filters. The solution chosen is to discard all those
elemnents, and to keep o conut of thern, Since collisions normally ocenr at random, discarding those
elewents should ool allect Lhe stresns’ distribution | especially il the puuber of collisions is kept
low by appropriately sclecting the size of the Bloom filtors.

3.6 Storage

Tor be able to only analyze selected portions of the stream, it is necessary to prl s storage system
in place, The oue used here has been inspired by the one proposed by Apgarwal in [3], At each
systom elock tick, the system checks whether the corrent tick 35 a mmltiple of one of the power of
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AU Tie N, tick % 2 =0 then a snapshol of Vhe currenl state of the syslem is Gaken, aod
it’s order o, is the smallest ¢ realising the condition.

For each order. & maxcimmm Rt Lois nsed to Bmit the tmmber of snapshots. 1F the nmmber of
spapshols ol a given order is reached and & vew suapshol of thal order has 1o be created, the oldest
snapshot of that order is deleted to lmit the growth of the storage space.

Whet s snapshots is falen, the corrent state of all the micro cliusters and of the CFV eross table is
written to a [ile, This represents Ny + Np + Np o+ Np OV as well as all the associated Td list for
the CFV related to an entity strean 'Uhe attached Bloom Filters don’t need o be stored. With
the sublraciive properiies of CT'V's, and the Lrackiog allowed by (e id Tist, the state o ihe syalem
for any portion of the stream taking place between two snapshots can thus be recreated.

3.7 Dala Exploitation

To perform an analvsis on only a portion of the stream’s history, for instance located in oa time
horiseon [L, L], 10 s necessary (o recreate the state the system wonld be o i the algorithm head
started on ¢, an ended at .. In order to do that, first, the closest spapshot to each end of the
horizon has to be determined. 8 the snapshot associated with #, #s then snbtracted from S the
spapshol associgled with £ The resulling snapshot gives the stale of the svslem 1 the algorithu
had cnly ran between £, and 1.

Torsnbtract the two snapshots, each entity summary has to be processed separately. For each micro
cluster 5 in 5, , its Id, is located in the I'd lisis of the micro clusters in 5, ., to identify the micro
elnster O comtaining it Then for cach micro cluster O of & | its OFV is subtracted from the
CFV of Lhe corresponding micro cluster Oy in 5, The state of bolh enlity streams [or the given
time horizon is reconstructed in that way.

Tor recomstret the state of the relationship stream for the given time horizon, each CFV of co-
ordivates (i, §) in the relationship swomary cross Lable ol 5§, ., 15 sublracted [row a CTV o (e
relatiomship swmmiary cross table of S, The CFV from which it shonld he subtracted 3s the one
ol coordinates (', '), where ' and §° are the indexes of Lhe clusters conlaining the Tds of Og; aod
Oy respectively, This in turn reconstructs the state of the relationship summary cross table for
the given time horizon.

4 Conclusion and perspectives

This paper describes & ramework to efficiently sunomarise several streams joined by o relationship
with one another, building summaries that give information both on each stream individually, as
woll as on their relationship with one another for any given time horizon.

Current work ineludes analveing Lhe alpgorithm’s performanee for each streaw, bul also [or their
Join as well as extending this framework to treat a greater mumber of streams fivst organized in a
star scheta, and i possible (o any kind of relational model.
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‘ Problem Presentation

= Motivation
= Context
= Problematic

= Goal

3

Motivations

= Data Stream processing is an ever growing
preoccupation.

= For both DSMS and stream mining
applications, summaries are a necessity.

= Most information is by nature, relational.
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Context

Data stream summaries generate a lot of
interest.

Static tables as well as data stream join
evaluation are a popular subject as well.

Single stream mining and single table mining
are the norm.

Relational stream mining is not a very active
research area.

—
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Problematic
Entity Stream E Entity Stream F
of Elements E; of Elements F,
Relation Stream R
1 of Elements R, @
Ei:(&t, el, e2, ....ep), E, F (Ko 1, 82, .. T
—

Additional Constraints :
o All Streams are insert only. o All attributes are numerical.
o Rspeed<<<E and F speeds. o References are not broken.

—
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Goal

Summarizing three data streams sharing a
relational link with one another.

Building separate summaries for each entity
stream, and for the relation stream.

Summarizing the information contained in the
relational links between the streams.

& 7

Useful Tools

CluStream
o Cluster Feature Vector (CFV)
o SnapShot System

Bloom Filters




Cluster Feature Vector (CFV)

(BIRCH, Zhang 1996) (Aggarwal 2003)
Structure :

(n, CF,(t), CF,(t), CF,(a1), CF,(a1), ....,
CF,(ad), CF,(ad) ).

With

o CF(ak) = (i, 1, n) (ak))

o CF,(ak) = 2(i, 1, n) (ak)?

Remark

o Time has the same role as any other variable.

& 9

SnapShot System

The state of the system is saved at regular
time intervals

The data structure is chosen in order to allow
arithmetic operation between snapshots.

The time at which snapshots are taken is
chosen in accordance to the user’s needs.
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‘ Snapshot System :
Distribution example : 2°

Order o |Snapshots Step
0 69 67 65 21
1 70 66 62 22
2 68 60 52 23
3 56 40 24 24
4 48 16 25
5 64 32 26

‘ CluStream : Data Stream Clustering

Algorithm (Aggarwal 2003)
= Algorithm based on three principles :

o Dividing processing in two parts, an on-line part
and an off-line part.

o Creating and maintaining a large population of
micro clusters.

o Storing the state of those micro clusters with a
snapshot system..
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CluStream (1/4) (on-line part)

Initialization

o Off-line initialization of the
micro clusters.

For each element

u Locate the closest micro
cluster.
o Admission test
If admitted, update CFV.

Otherwise, create a new micro
cluster, and remove an
outdated one.

Micro Cluster 1
(CFV, ID list)

Micro Cluster 2
(CFV, ID list)

Micro Cluster N
(CFV, ID list)

—
TELECOM
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CluStream (2/4) (on-line part)

Micro cluster removal

o Remove an old micro cluster.

(criteria based on the arrival date of the last elements)

u If none is available, fuse the two closest micro

cluster.

(Update the idlist of the absorbing micro cluster)




CluStream (3/4) (partie en ligne)

Storage
o Snapshot system with a distribution in 2°

o Each snapshot contains
The CFV of each micro cluster.
The id list of each micro cluster.

CluStream (4/4) (off-line part)

Use the snapshot to rebuild the stream part
to be analyzed. (as a set of micro clusters)

Apply a classic classification algorithm to the
resulting set of micro clusters.

The resulting clusters represent the final
clustering of the stream.
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Bloom Filters (Bloom 1970) (1/2)

ldea :

Can remember whether or not it has
previously seen any number of elements.

Supports two operations :
o Learn a new element.

a Test if an element has been previously learned or
not.

—
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Bloom Filters (Bloom 1970) (1/2)

Structure :

o A bloom filter is a simple binary word B of b bytes.
o Atinitialization, all the bytes are set to 0.

Learn a new element E :

o Hash E to a b bytes word We.

o Set all the bytes at 1 in W to 1in B.

Test a new element N :

o Hash N to a b bytes word W,

o Ifall the bytes at 1 in W\ are at 1 in B, then, with high probability,
N was previously learned.

o Otherwise, N was never learned before.
Remark :
o Bloom filters are additive.
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‘ Method Presentation

n System Overview
= Entity Summary
= Relation Summary
= Storage System

19

| System Overview

Entity Stream E Entity Stream F
1 Relation Stream R @
Entity Summary Entity Summary
Structure : Structure :

- N, Micro Clusters - N; Micro Clusters

- N. Bloom Filters - i
€ Relation Summary N; Bloom Filters
Structure :
CFV Cross Table

N, x N; CFV Cross Table

SR 20
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Entity Summary

Upon the arrival of each new element
E (K, t,el,e2 ....ep):
o Find the closest micro cluster.

o Test for admission

If admitted :

o Update the micro cluster CFV information.

o Learn K, with the bloom filter attached to the micro cluster.

If not admitted :

o Create a new micro cluster with E; as its seed.

o Make room for it by fusing the two closest micro clusters.
(this implies adding their two Bloom filters as well)

—
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Relation Summary
Upon the arrival of each new element
R, (Ko, Ki t, r1,r2, ... rd), :

o Check all the Bloom filters for E to locate the one
containing K,. Mark its associated micro cluster C;.

o Check all the Bloom filters for F to locate the one
containing K;. Mark its associated micro cluster C;.

o If the couple (i,j) is unique, add the element R, to the CFV
of indices (i,j) in the CFV cross table if the couple .
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Storage Management

The storage system used is the same one as
the one described in CluStream.

All three streams are considered to share the
same system clock.

The information saved in each snapshot is :
a For each entity :

The CFV and IdList of each micro cluster.
o For the relation :

All the CFV matrix.

—
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Work in Progress

A Prototype of the algorithm already exists.
Algorithm Testing :

o Exploring suitable real datasets :
Telecommunication (services/usage/client)
Peer 2 Peer (documents/requests/users)
Airline Companies (flight/reservations/passengers)
o Constructing an artificial dataset :
What kind of distribution should be used (Zipf?)
What kind of clusters, and what evolution for them.

a Finding an appropriate evaluation criteria and
evaluation scheme.
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TELECOM

T
orange 24 =

12



Conclusions and Perspectives

This work is still in progress despite a
working prototype.

Perspectives include :
o Extensive evaluation with real and artificial data.
o Studying the summary querying mechanisms.

o Extending the method to more complex data
schemes (star first, then any relational type).

o Adapting the method to deal with deletions in the
streams processed.
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