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Abstract. Classilicalion = a very well shodied task oo dala miniog. Ino the lasl years, me-
portant works have been published to scale up classihication algorithms in order to handle
large datasets, However, due to the high rate of streams of data, a munber of emerging
applications are demanding new approaches. Bule learning is an efficient alternative to ad-
dress non-—stationney coviromments, The talk presents an overview of role—baosed learniog
slgorithos for data streams and emphasivzes some important aspects of these techiniogues.
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1 Introduction

The advances 1 hardware technology have paved (he way [or (he developrent ol algorithms (lat
can process the real-time information at a rapid rate. Streams of data grow at an anlimited
rite and traditional data wining algorithms cannob process them eficiently. Tn spite of the great
inerease of storage capacity, it is not even enough for hundreeds or thousands of instances arciving
por second. Nowadays, typical problems sneh as clustering, elassification, freqment pattorn mining,
change deteciion or dimensionalily reduciion are being reconsidered o the realm of dala sireamns,
What was initially finite data is now infinite data, thus giving risc to many challenges in machine
learning, data mining and slatistios.

Classification and rule learning are important, well studied tasks in machine learning and
data mining. Classification moethods represent the set of supervised leaming technigues where a
Largel calegorical variable is predicied based o a sel of mugerical or categoriesl inpul variables,
A wvaricty of methods such as decision trecs, rule based methods, and neural networks are used
for the classification problem. Most of these technignes have been designed to buoild classiReation
wodels [rom static data sets. where several passes over the stored data are possible,

In ovder to classify and model large—seale databases, important works have been recently ad-
ressed (o seale up ndoclive classiliers and learning algoritlons, Tn environments where hiph-rate
streams of detailed data are constantly generated, memory and time limitations make multi pass
sealable algorithims anfeasible. Also, real—world data stresms are not generated in stationary envi-
ronunents, requiring incremental learning approaches Lo Leack leends and adapl (o changes in Lhe
target coneept.

Furthermore, the classifealion process may require siimmlbaneons model constrction and fest
ing in an covironment which constantly cvolves over time. However, within incremental learning,
a whole training set i not available a prior s examples arves over time, normally one at & fime
{oand nol Lime dependent vecessarily (e.g.. Lime series). Despite ooline learning syslews coulinu-
onsly review, update. and improve the model, not every online svstem is based on an incremental
approach.

2 Some aspects of learning from data streams

Formally, a data stream 1 can be defined as a scguence of examples (also called transactions or

instamees), D—(e1.e0,. .8 . ), where g; 35 the i-th amrived example. To process and mine diata
streams, dillerent window models are ollen wsed. A window 15 a subsequence bebween Lhe i-Uh and
j-th arrived examples, denoted as Wijl=(ei.ei)1.--..05). 1 < 7. There are three common models:
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