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Abstract

In recent vears, emerging applications inteoduced new constraints for
cdata mining el lwds. These consteainls are Ly pical ol a new kind of datee
(e dadee sbresrres. Do dila sEream provessing, memnory. osage s resheicted,
new elements are generated continuously and have to be considered as fast
as possible, no blocking operator can be performed and the data can be
cxamined only once. At this time only a few methods has been proposod
lor mining secquetnlial patberns o data streams. We argue Chal Lhe muain
resson is the combinatory phenomenon related to sequential pattern min-
ing. In this paper, we propose an algorithm based on sequences alisnment
for mining approsimate sequential patterns i Web nsage dada streams.
Tov et Lhe constraint of gne scan, o greedy clustering algorithm associ-
alel Looan aligonoeent method b= proposesd. We will show Lhist oo proposal
15 able to extract relevant sequences with very low thresholds.
EKevywords: data streams, sequential patterns, web usage mining, clus
toering, sequenees aligniment.

1 Introduction

The problem of mining sequential patterns from a large static database has
been widely addressed [20 11, 14, 18 ). The extracted relationship s known
to be wselul for varions applications snch as decision analysis, marketing, nsage
analvsis, cte. In recont vears, emerging applications such as network tratfic
analysis, intrusion and frind  detection, web olickstroam mining or analysis
of sensor data {to name a few), introduced new constraints for data mining
methods, These constraints are typical of & new kind of data: the data streams.
A data stream proesssing has to satisly the following constraints:  memory
usage is restricted, new clements are penerated continuously and have to he
considerad noa lnear time, no blocking operator can be performed and the
data can be examined ooly onee. Hewce, many mwelhods have been proposed
for mining items or patterns from data streams |G 3. 50 At first, the main
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problem was to satisfy the comstraints of the data strewn environment and
provide ellicient wetlods [oe extracling patterns as [ast as possible. Tor this
purpose, approximation has boeen recognized as a key featire for mining data
streams T, Then, recent methods |40 8, 17] introdoesd. different. prineiples
for managing the history of [requencies for the extracied patterns. The main
idea i that people are often more inferested oo recent changes. 8] introdaced
the logaritlonic Lilled fime window [or storing patlerns requencies with a line
oramiarity for recent changes and a coarse grammbarity for long term changes.
In [17] the freqnencies are represented by a regression-based scheme and s
particular technique is proposed for segment tuning and relaxation {merging
old segments for saving main memory).

However, al this lime only a lew welhods has been proposed [or miniey
scouential patterns in data streams. We arpue that the main reason is the
comtbinatory phenomenon related to sequential pattern mining.  Actually, if
itemset mining relies on a tinite set of possible results (the set of combinations
between tems recorded in the data) this s not the case of sequential patterns
where the set of resulls is inlinile. In [act, due to the temporal aspect of
scouential patterns, an item can be repeated without limitation leading to an
infinite number of potential frequent sequences. Inoa web wsage pattern, for
instance, numerons repetitions of requests lor pdl or php files are usual.

In this paper. wo propose the SIS (Sequence Mining in Data Stroams)
algoritlun, which is based ou sequences aligiinent (such as [10, 9] have already
proposed for static databases) for mining approximate sequential patterns in
data streams. The goal of this paper is Grst o show that classic sequential
pattern mining methods cannot be included in a data stresun environment
becanse of their complexity and then to propose a solation.

Our method, proposed o this paper, 15 able w perform several operalions
on the scquences of a batch, in only one scan.  Those operations include a
chustering of the sequences and an alignment of the seqnences of each eluster.
The proposed algorithm is implemented and tested over a real dataset. Our
data comes from the aceess log files of Inria Sophis-Antipolis. We will thos
show Lhe elliciency ol owe mining scheme for Web usape data streams, Lhouglh
our method might he applicd to any kind of scquential data. Analvzing the
behavionr of & Web site’s nsers, also known as Web Usage Mining, is a research
field, which consists of adapting the data mining methods to the records aof
acerss log files. These files collect data sueh as the TP address of the conmected
host,  the requested URL, the date and other information regarding (he
navigation of the uscr. Web Usage Mining technigues provide knowledge about
the behavionr of the nsers in order to extract relationships in the recorded
data.  Among available technigues, the sequential patterns are particularly
woell adapted to the log study, Fxtracting segnential patterns on a log file s
supposed to provide this kind of relationship: “On the Inria’s Web Sife. 10%
of wsers msited consecutively the homepage, the available positions page, the
Y offers. the B missions and finally the past B competitive selection” . We
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want to extract typical behavionrs from clickstream data and show that onr
algoritlun meels (e Lime constraints o a data steeam enviromnent and can be
inclhaded in o data stream process at a negligible eost.

The rest of this paper s organized as [ollows. The definitions of Sequential
Pattern Mining and Web Usage Mining are given in Section 2. Section 3 gives
an overview ol lwo recenl welhods [or exiracting [requent pallerns in dala
streams. The framowork proposed in this paper is presented in Section 4 and
enpirical stidies are condneted o Section 5.

2 Definitions

I this section we defing the sequential pattern mining problem in large
databases and give an Musteation. Then we explain the goals and techniogues of
Webh Usage Mining with seqential pattorns.

2.1 Sequential Pattern Mining

The problem of mining sequential patterns from a static database DB is defined
as follows (2]

Definition 1 Lel T = {iy,d0, .8}, be o sel of k literals {items). T is a k-
itemaet where ks the number of dems in 1o A sequence is an ordered list of
ilemaels denoted by < 818208y, = where 55 @5 an ilemsel, The dela-sequence
of o customer e is the sequence in DB corresponding to customer e, A sequence
oy .ty ois o subsequence of another sequence < bbby = if there
ewisl fntegers iy < i <0 ... <y such that oy Tl a0 Thy,, ... 00 Sy, .

Example 1 Let (7 be a cliend and S=< (¢) [d &) (k) = be thal elient’s pur
chases, S5 means that O bowght ftem e, (hen he bought o and ¢ at the some
moment (e in the same transaction) and finally bowght dtem 7.

Definition 2 The suppor! of o sequence s, also called suppl ), s defined as the
fraction of total date-sequences that contain 5. If supp(s) = minsupp, with a
weiretrnn, support velne mivsepp given by the wser, s s considered as o frequend
sequential pattern,

The problem of sequential pattern mining is thos to God all the freguent se
quential patterns as stated in definition 2,

2.2 From Web Usage Mining to Data Stream Mining

Tor classic Web wsage wining methods, the peneral idea is similar Lo Lhe principle
proposed in [12]. Raw data is collected in access log files by Web servers. Each
input in the log [le illnstrates & request from a client machine to the server (Bdip
dacimor).

Numéro 36
© Revue MODULAD, 2007 44



EUROPEAN WORKSHOP ON DATA STREAM ANALYSIS  March, 14-16, 2007 » Caserta, Italy
L ———

Client | d1 [ d2 | d3 | d4 | d5
1 a | e |d]| b
2 a | c | b |1
3 a g | | b | e

Table 10 File obtained aftor o pro-processing step

Definition 3 Let Log be a set of server access log entrics. An entry g, g & Log.
is a tuple g =< ip,. ([.URL Y time| ... 14 URL 12 time|) = such that for

1<k =<m, B.URL is the ilem requested by the wser g al lime I time and for
all 1 = § <k, 1] time = Ff.ﬁ?ﬁmrz.

The structure of a log [ile, as described in definition 3, is close to the “Client
-Time-Item” structure nsed by sequential pattern algorithms. In order to e
Lract [requent behaviowrs from a log lile, [or each g in the log [ile, we sl have
to transform ip, into a client number and for each record & in g, [f.time is
transformed into a time munber and 7.7 RL is transformed into an item o
ber, Table 1 gives a file example obtained after that pre-processing, To each
client corresponds i sories of times and the URL roguested by the client at cach
time, For instance, te client 2 requesied the TRL “[™ al lime d4, The poal is
thus, according to definition 2 and by means of a data mining step, to find the
secuential patterns in the file that can be considered as frequent. '1'he result
may be, for instance, < (a)(c){b){c)= (with the file Nustrated in table 1 and a
minimum support given by the nser: 100, Such o resalt, onee mapped back
into ULLs, strenglhens the discovery of a [requent belbaviowr, coumon Lo
users (with n the threshold given for the data mining proccss) and also gives
the sequence of events composing that behavionr,

Nevertheless, most methods that were designed for mining patterns [rom access
log files canmot be applied to o data stream coming from weh nsage data (such
s clickstreams). In onr context, we consider that large vohimes of nsage data
are arriving at a rapid rate, Scequences of data clements are continuously gen-
erated and we aim at identifying representative behavionrs, We assime that
the mapping of URLs and clients as well as the data stream management are
performed simmltancously. Forthermore, as stated by [13]. seopential pattorn
extraction, when applied to Web aceess data, is effective only if the support is
vory low, A low support means long response time and the authors proposced a
divisivie approach to extract sequential patterns on similar navigations (in order
Lo gel highly signilicant patterns). Our goal with this work is close (o that of [13]
sinee woe will provide a navigation clustering scheme designed to facilitate the
discovery of inferesting sequences, while meefing the nesds for rapid execution
times involved in data stream processing.
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3 Related Work

In recent years, many contributions have been proposed for mining patterns in
datin streams (63, &, 850 1T, 190 2000 (1L 15] also consider the problem of mining
sequences in streaming data, In this section, we give an overview of [8] and [17].

3.1 FP-Streaming: Frequent Itemset Mining

The anthors of |8 describe an approach based oo s bateh environment and in
troduce the Fl'-stream structure for storing froquent patterns and the evolution
of their freguency. The anthors propose to consider batehes of transactions {(the
update i=s done only when enough incoming transactions have arrived Lo [orw a
new hateh). For each bateh, the froquent patterns are extracted by means of the
FP-Growth algorithom applied on g FP-tree structure representing the sequences
of the batch, Onee the equent patterns are extracted, the T-stream struc-
ture stores the frequent patterns and their tilted time windows. The tilted time
windows give a logaritlunic overview on the lrequency history of each [requent
pattern.

3.2 FTP-DS: Temporal Pattern Mining

In [17] a repression based scheme is given for temporal pattern mining [rom
dati streams. The anthors propose to record and monitor the fregnent temporal
palterns extiracled. The [requent pallerns are represented by a regression-hased
method, The FTT-DS methed introduced in [17] processes the transactions time
slot by time slot. When s new slot has been reached. F'UP-DS seans the data of
the new slot with the previous candidates, proposes a set of new candidates and
will sean the dats i the next slot with those new candidates. This process s
repeated while (he data siream s active. TTP-DS is designed for wmining inler-
transaction patterns. The pattorns extracted in this framework are itemsets
and this worl do not address the extraction of sequences as we propose to do.
The authors claim that any type of temporal pattern (cawsality rules, episodes,
secpiential patterns) ean be handled with proper revisions. Howoever, we disoss
the lmits of wining sequential patierns from data sireams in Section 4.1,

3.3 SPEED: Mining Sequential Streaming Data

In [16] the suthors propose to extract sequential patterns from a data stream
thanks (o an original and eflicient bree slruciure. Their problem is the most
similar to onrs, since their goal s to extract scquences with a specific threshold
atied Lo manage the history of frequencies inoa tilted tiime window mwanner. The
proposed tree structure takes into account the inelusion of sequences embedded
in each batch in order to optimize their storage. Actually, this tree offers a
Fregion” technique in order Lo group sub-sequences of a sequence.
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4 The SMDS Algorithm: Motivation and Prin-
ciple

Ohr method relies on a bateh enviromment (widely inspived from [8]) and the
prefix tres strncture of PSP (L (for managing frequent sequences). We Grst
study the limitations of a sequential pattern mining alporithm that would be
integrated inoa data stream context. Then, we propose our framework, based
on a sequences alignment principle,

4.1 Sequential Pattern Mining in a Batch Environment

£ sinmm ——Lenot of data sequences: 22

3 7
AR —s—Length of data seguences. 24 f

Jé_f T —k—Length of data seqguences; 26 ?{

4 200000

bt ==L ength of data seqguences:

£ 100000

=

¥ 0

Length of candidates

Fignre |: Limits of a batch environment involving PSP

Our method will process the data stream as batches of fixed size.  Let
By, My, 2, be the batches, where B, 35 the most recent bateh of transac
Lions. The principle of SMDS will be o extraclt eequent sequential pallerns
from cach bateh & in By LB, and to store the froquent approximate sequences
in s prefix tree strncture (inspived rom |11, Let us consider that the freguent
sequences are extracted with a classic exbhaustive method (designed for a static
transaction databaze). We argne that such o method will have at least one
drawback leading lo a Dlockiog operalor. Lel ws consider the example ol Lhe
I*81* [11] algorithm. We have tested this algorithm on databases containing
only two sequences (5 and o). Both sequences are equal and condain ilenseis
having lengtl one, The first database contains 11 repetitions of the itemsets
CN2) (dee ap —<2 (DH{2WIH2)(02) =, lentgh(s)—22 and 50 — %) The
number of candidates peneraled al each scan is reported o figure 1. Tigure 1
also reports the mumber of candidates for databases of sequences having length
24, 26 wnd 28, For the base of sequences having length 28, the memory was
exceeded and the process could not succeed, We made the same observation
for ProfixSpan® [ 14] where the number of intermediate sequences was similar to
thiat of PSP witls the same mere dalabases, I this phenomenon is wol blocking
for methods cxtracting the whole cxact result (one can sclect the appropriate

Dowrdomdod Trom Litp:/ Sww w-sal.cs, uiue.cdu /-l fsoltwars / proefisspan. i
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method depending on the dataset), the integration of sneh a method inoa data
slream process is inpossible because the worsl case may appear in any batch®,

4.2 Principle

The ontline of onr method 15 the ollowing: for esch bateh of transactions,
discovering clusters of users (grouped by behaviour) and then analyveing their
navigations by means of a scquenees alignment process. This allows s to
ublain clusters of Lelaviowrs representing the currenl usage of (e Web site.
For cach cluster having size greater than minSize (specitied by the uscr) we
store ouly the snmmary of the clusier. This summary is given by the aligned
sequence obtained on the sequences of that cluster.

Tor each batch, our elustering algoriilun is initialized with ooly one cluster,
which contains the first navigation (first sequence of the bateh). SMIDS is then
able to process a batch of seqnences inoonly one sean. During this sean, the
following operations are performed:

. For each navigation nin the bateh, wis compared to ecach existing cluster,
Lat o b the eliuster sneh thal its centroid <. is the most similar o e, then
n is inserted into c. IF no such cluster has been found then a new cluster
i5 ereated and nois inserted in this new eluster. 'The comparison of n (the
navigalion sequence) with a eluster ¢ is explained in seclion 4.4,

2. For cach cluster o, SMDS computes the centroid ¢, of ¢ incrementally.
This step is detailed o section 4.3, This step is very important, sinee each
sequence & to be nserted in a cluster will be compared to the centraid
ROCIIICTIEN t]'F each ehster.

40 At the end of the bateh, the centroid of each cluster ¢ will stand for the
cxtracted knowledge, since it can be considercd as a summary of e

4. Fawh centroid is inserted into a prefix tree designed to capture the history
ol Lthe exlracted sequential pallerns,

4.3 Centroid of a Cluster

The centroid of a eluster is fonund thanks to the alignment techniogue of [H)]
applied to the cluster. This alignment techinigue uses the dypamic programming,
When the fivst sequenee 35 inserted in the clustor, the controid is cqnal to this
TITHOIE SeIeTee,

The alipnment of sequences leads to a weightod soquence represented as follows:
SA —< l tnqde tne, 00 =0ome In this representation, mostands for
the total number of sequences involved o the alipnment. [y (1 < p = ¢) s
an itemset reprosented as (T 0o mg L my

¢y, bowhere my i the mumber of

7o ]

o welr wsage pattern, For nstance, numereus repelitions of roquests Tor pdl or plp les
are usual
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Step 1

Sy <{a,c) (c) ] (mn)z

Sa < {ad) (&) {h) {mn)=
SAqa: (222 e, d:1):2 {0232 [h:1):1 (m:2, n:2):2
Step 2

SAqa: (a2, ¢, d:l):2 (o222 (hel:d {1122, m:2):2
S3: <(ab) (e) (L.j) ()
S5Aa: (a3, L, e, 133 (ed):d (Ll i1, 102 (s, e2):3
Step 3

SApa: (@:3, bil, el i10:3 {e:3):3 (ke i1, 12 (md, n:2):3
Sy <{h) {r) {h.i) (m)=

Sa: (a:3, 5:2, e:l, i)l (esd)d (W2, 82, 3153 (med, ne2)ed

Fignre 20 Different steps of the alignment method with seqnences from example

2

sequences coulaining (he ilem x; al the pt position in the aligned sequences,
Finally, 1, is the number of occurrenees of itemset I, in the alisnment, Example
2 deseribes the aliginment process on 4 sequences. Starting from two sequences,
the alignment begins with the insertion of empty items (at the beginning, the
enel or inside the seqnence) antil both sequencees contain the same number of
ilemsels.

Example 2 fef us consider the following sequences: 87 —= (o) (&) fmn) =,
82 —<2 fud) (&) (h) {mn) =, 5z —< {uwb) {e) {i3) (m) =, 84 —< () {e)
(i) fm) = The steps leading to the alignment of these sequences are detatled
i Frgure 20 At fivst, oo emply itermsel & inserted fn 81, Then 57 ond Ss are
aligned i ovder Lo provide SA 2. The alignmend process @5 then applicd o 542
and Sy The alignment method goes on processing fioo sequences ot ench step.

At the end of the alipnment process, the alipned sequence (54 in figure 2) i=s a
srnnary of the corresponding eluster. This aligned sequence, which will be the
centroid of the cluster [rom the above example, may not be a true pattern. The
approvimate sequential pattern can be obtained by speeifying b the nmamber
of oeemrrences of an itewn in order for it (o be displayed. For instance, with the
scguence SApy from figure 2 and & = 2, the filtered alipned scqguence will be:
< b{e)(hil(mn)= (eorresponding to items having o mumber of ocenrrences
greater or equal to k).

I SMDS, the alipmment is npdated inoa ineremental wie, for each sequence
added to the cluster. For that purpose, we maintain a matrix, which contains
the rmmber of items for each sequence and & table of distances between each
sequence and the olher ooes, This s Mustrated o Geoee 3. The walrix (lell)
stores for cach sequence the mmber of ocenrronees of each item inthis sequence.
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Seq | 37 | simil Matriz(s, s;)
Seq |a|lb]e =1 ij
s | 201 =2 o

Ao X
ge LR i) I

Sn—1 1

Tigure 3 Dislances belween sequences

For instance, g 15 a sequence containing the item o twice. The table of distances
stores the swm of similarities [sémdd Matriz) between each sequence and the
other omes. Lot 5y he the mamber of ocourrenees of itom §in sequenee s and
let m be the tolal mumber of items, somel Malrie 15 ound thaoks o the malrix
in the following way :

stmilMatriz(s;. sa) — 300 min(sq,. 54, ).

For instance, with two soquenees s, and s in the matrix given in fignre 3 this
s is; 8) 4 80, +a, —14+0+1 -2,

Sometimes, the alipnment has to be refreshed and cannot be updated incremen-
tilly. et s consider a sequence s, First of all, s, s ingerted o the matris and
its distance to the other sequences is computed [E;‘:L sirmil Malria(s,, 5:)). 8y
is then ingerted in the table of distanees, with respect to the decreasing ovder of
distanees valnes, For instance, in fgare 4 &, 35 inserfed after so. Let r be the
rank where s, s inserted (in our current example, » = 2) in e (1.5 is a paramcter
specified by the nser. There are two possibilities after having inserted s,

1, = 0.5 % ¢, Iu this case, the alignment s updaled ncrementally and
. — mlignment(<. &, ).

2.r = LA % |l In this case. the centroid has to be refreshed and the
aligniment is computed again for all the sequences in this cluster.

4.4 Comparing Sequences and Centroids

Let s be the current sequence and © the set of all elusters, SMDS seans O and
for cach cluster ¢ © 7, performs a comparison between s and ¢ (the centroid
of e which = an aligned sequence). This comparizon i based on the longest
common sequence (LOCS) Detween & and .. The lenglh of the sequence is also
taken into account, since it has to be no more than 120% and no less than 80%,
of the original ssquence (Arst seqnence inserted i e,

Definition 4 Let s and s2 be two scquential patterns.  Let LCS(s). 82)
be the length of the lomgest common  snbseguences between s and
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sy, I'he similarity simisy.50) betwesn s and se s defined as follows:
feT 5 %y 500
ekt [ levegdfelay o lengthlesz])”

s gy, g0 )=

The distance befween two sequences g ad g0 can be defined as:

dist(sy,52) =1 — simisy, 52),

Lot # be the length of the first sequence inserted oo The conditions that have
Lo be respecied by s are the following:

o Td COfd # e, dist{s, g = dist(s gq)
e 0RxT=|s|<12xt
o lislis o) <0 0.3

The first condition cnsures that s will e affected to the cluster having the
centroid that is the most similar to 5. Uhe second condition ensures that the
clusters will contain sequences of similar lenpth and that the average length
of chisters will not vy too mnch. Finally, the thivd eondition ensures that if
o chister similar to s (with o degree of TU%) 15 fonnd, then & new eluster s
created and g is inserted in this new cluster.

Frequent Sequences Storage and Management

The aligned sequences obtained from the previons step are stored in s prefix
tree similar to that of [11]. If a new scquence s has been discovered. then the
tred is modified to store this new sequence. Otherwise, if 5 @5 already o the
tree, Lhen the support of 2 s updated. Tigure 4 gives ag example of a prelix
troe where transaction entting is captured by nging labeled edges. Each path
from the rool to any node o the tree stands for an extracted sequence. The
tree from [igure 4 contains 6 sequences (<(a ¢}, <(a d}z, <(b)=, <{c d)=.
e, <(d){a)=). Amy path, from the root to s leaf stands for o sequenee
and considering a single branch each node al depil 1 (k = 1) caplures Lhe [**
item of the sequence. Transaction entting is captured by nsing Inbelled odges.
For instance, the dashed link between nodes ¢ and e in Ggore 4 illustrates (he
fact that e is not in the same itemset as ¢ Each node s provided with &,
the filter nsed to obtain this alipned sequence from the comresponding eluster.
Fxample 3 gives an Nusiration of the sequences support wanagement.,

Example 3 Lel wy consider the sequence sy —<{al> from figure {. The suppord
af the aligned sequence sy s unknown (-1). This means that 51 has been cxtracted
i anere than one clusier. Lel ws consider the sequence sy =< (d)fa)=. The
support of the algned sequence 52 65 J (meaning that he corresponding cluster
containg this aliqgned sequence with a filter b= 3.

The SMDS alporithin described in this paper is given below,
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root

Figure 1: Example of a profix tree

Algorithm 1 [SMI¥NS)
Input : B — U5 B an infinite set of batehes of transactions ; minSize @ the
minimum size of a cluster that has to be summarized ; miénSim : the minimim
similarity betwoeen two segnences in order o eonsider growing a clostor 3 & e
e [ller [or the sequences aligpnment method.
Output : The updated prefix tree structure of approximate frequent scquences.
while [ H) do
b« NextBatch():
[ 1) Obtain clusters of size > minSize
' — Clustering (b minSize, minSim);
/[ 2) Bummarize cach cluster with filter &
Foreach (¢ = (7] do
/4 3) Obtain the aligned sequence by applying the filter & on the centroid
A, — eentroid(e. £);
£ A) Store requent sequences
If (51.) Then PrefixTree < PrefisTree | 54, Endif
Done
/1 5) Update Tilted Time Windows aud delele obsolete sequences
Tail Proming| Prefiv' Trec):

Done (end Algoritbon SMDS);

As we wrote inosection | the first challenge of mining data streams was to
exlraclt palterns as [aslt as possible in order to gel adapled 1o the speed of
the stroams. Then the history of freguencies has been considered and tiltoed
time windows were proposed (B, 4] However, no particular effort has been
made for extracting temporal relationships between items in data streams
(seguenees. sequential patterns). Ewven if onr main goal was to show that
such pailerns could be exiracted wilh SMDS, we Lave provided our wmethod
with logarithmic tilted time windows, Lot fo(f, 7) denote the frequeney of a
seuence S in By 5 = L.r'lfik_i]ﬂ;,.. with B the B bateh of fransactions. Let
i, be the corrent batel, the logarithinic tilted time windows allow to store the
set of frequencies [f{n,n): f(n — Ln— 1) f(n— 2,0 — 3 fln — 4,0 —7),..]
and to save main memory. Frogueneies are shifted in the tilted time window
when updating with a new batch B For this poarpose, fo{ I} replaces f{n, n),

fin.n) replaces fin 1,n 1) and so on. An intermediate windows svstem
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allows to merge windows when needed in order to follow the logarithomice
repartition of [requencies. Tail pruning is also iaplemented. Actually, in our
version, tail frequencies (oldest records) are dropped when their timestamp is
wreaber Lhan a fxed timestamp given by the nser (eg only store [requencies
for the last 100,000 batches, which will requirve loga (100, 00) =5 17 units of time).

Complexity

In the worst case, the sequences in the baleh bave the same length: e The
LS algorithm, involved in the similarity of definition 4 has a time complexity
of O{m?). In the worst case, the clistering algorithm has a time complexity of
Ol n) with o the nwmber of clusters, I is well suited for Web pavigalion
patterns and the results abtained (sec Section 5) on real datasets (access logs of
luria Sophis- Antipolis) show its elfectivensss. The complexity of the alignimenl
alzoritlun for a batch is Op.m?) with p the number of sequences in the batch,

5 Experiments

The SMDS algorithm is written in Java on a Pentiwm (2.1 Chz) I'C running
a Linx Fedora system. We evaliated our proposal on both real and ssnthetic
dala®.

3.1 Feasibility and Scalahility of SMDS

In owder to show the efficiency of the SMDS algorithm, we report in figure 5
e Lime needed Lo extract the longest approsimate sequential pallern on each
bateh corresponding to the Web nsage data (up figure 5) and the synthetie data
(ddown fenre 3). For the Toria's webs site, the data were collected over a period
af 14 months for a size of 14 Gh, The total amount of navigations is 3.5 millions
aned the total muimber of items s 3000000, We ent down the log into batches of
4500 Lransactions (an average amount of 1500 pavigalion sequences). Tor those
cxporiments. the filter & was fived to 30 % (please note that this flter has an
impact on response tme, sinee the sequences managed o the prefis tree will be
longer when & is low). In our experiment we have injected “parasitic” naviga-
tions into the hatches, The first bateh was not modified. The second bateh was
added with len sequences conlaining repetilions of 2 items and haviong lengih 2
(a5 51 and so deseribed in Section 1.1). The thivd batch was added with ten such
sequences having length 3 and so onoap to ten sequences having length 30 in
batell number 30, The goal is to show that a classic method (PSP, prefixSpan)
will block the data stream wheress SMDS will go on performing the mining
Lask. We can observe thal the response thne of SMDS varies [rom 1200 s Lo
2000 ms., I'SI* performs very well for the first batches and finallv is penalized
by the noise added to the data streamn (e bateh 19, The test hias also been
conducted with prefixiSpan. The execulion times were greater than G000 ms amd

4The synthetic data penerator is availahle at http:/ fwwew almaden.ibm.com fes/quest
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prefixipan had the same exponential behavionr becanse of the noise injected in
the data streams. Tor botl PST and prelisSpan the specilied mininum support
ras just enongh to find the injected sequences of repetitions (10 sequences). We
added to Ggure 5 the mnber of sequences involved in each batch in order 1o
explain the different execution times of SAMDS, We can observe, [or instance,
that batch mmber | contains 1700 sequenee and SMDS needs 1300 ms in order
Lo exlract Lhe approximate sequential palleros,
For the symthetie data we generatod hatehes of 10000 transactions (correspond-
ing to 470 sequences in average). The average length of sequences was 10 and
the number of items was 200,000, The filter & was fixed to 30 %, We report in
fignre 5 (down) the response time and the mmber of sequences comresponding
Lo each batch, We can observe Lhal SMDS is able (o handle 10, (00 Lransaclions
in an average time of 1.5 seconds (e.g. batch number 2},
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Figure 5; SMDS execution time

5.2 Patterns Extracted on Real Data

The list of behaviours discovered by SMDS covers more than 100 navigation
poals (elnsters of navigation seqnences] on the Web site of Inria Sophia-
Aunlipolis, Most of discovered patlerns can be copsidered as “race”, bul very
Seomfident” (their support is low with respeet. to the global nimber of seqnencos

Numéro 36
© Revue MODULAD, 2007 54



EUROPEAN WORKSHOP ON DATA STREAM ANALYSIS  March, 14-16, 2007 » Caserta, Italy

in the batch, but the filter & nsed for each ehister 35 high). We report here a
sample of two discovered behaviowss:

A) & = 3% of the bateh's sive, cluster sive = 13, prefic="http:/ fwww
sopinria. [/ omega /"

< (MOC2OMO2004) (personmel /Denis, Valay Smod_bitml)

(MC20MC2004/ presentation hilwl) (MC2OMC2004/ dates Lt
(MOZOMC2004 / Call for papers.html) =

This sequence has been fownd on balches corvesponeding Lo June 20004, when (he
corferenee MOQMO has been ovganized by o feam of Tnvia Soplhia Antipolis,
This bebaviour was shieeed by wp to 15 users (eluster size ).

B) &k = 30% of the batch’s sizc, cluster size = 100,

prefix="htlp:/ fwww-sopinrda.fr facacia / personnel tey Francais / Conrs [/

< (programmation-fra.hitml) (PDT /chapitre-cplus. pdl)
{conrs-programmation-fra html) (programmation-fra_btml) =

This behoviowr corresponds Lo reguests (hal hove Deen snade for o docurnent
about programiming lessons written by o momber of a team from Thrma Sophia
Antipolis. Tt has been found on a balelt corresponding Lo April 2004, For the
usage sequences of Inria Sophia-Antipolis, we also observed that SADS is able
to ddotect the parasitic segnenees that we added to the batehes (long seonences
containing mulliple repetilions of 2 ilems).  Those sequences ave galhiered
topether in one cluster.

5.3 Size of the Batches

o 2000 r 3@
@ [}
£ 1800 £
o 1500 'ﬁé
E'MW v
= 1200 - [=]
1000 5 3
B + E
10 5
B00 =
400 1%
2+ . ; !
] s e e R e

18 57 9 11131517 1921 2325 7729 3133 3517 39 41 43 4547
Size of the Batches

Figure f: Size of the batches

Since the complexity of our algorithm depends on the mrober of sequences in
the bately, we conducted a study on the impact of the size of the batches on
the response time. For this purpose we report in figure 6 the response time
when 8, e size of Lhe batch, varies [rom 100 Lo 4700 sequences. lime 00.5%
stands for the response time. clusters 0.3% stands for the number of clusters
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extracted by SMDS. 04% means that at the end of the bateh we only keep
clusier having siee preater than 0.3% of e baleh (ie |ef = 0003 % 8). IL
corresponds to minSize introdueed in section .20 clusters 1T stands for the
mninber of clusters ¢ such that @ | = 001 = 5. Indesd, we argne that the
number of clusters has to be filtered. We thus propose to consider only the
clusters such that their sive is greater than a partienlar ratio of the mmber of
sequences (large clusters), Witk 1% awd a batel of 1000 sequences, [or inslance,
i chster ¢ sneh that | <2 10 will not be considered. time 15 stands for the
response Hme nesded to process only the large clisters. We can observe (hait
the nuwmber of clusters grows linearly at the beginning, bul remains stable alter
a short mmmber of iterations. The response time is obvionsly linked to the sise
ol the batches, but il is neraly linear. Tt is reasonable Lo say thal Lhe linal user
can choose the sizc of the batches depending on the desired response time.

3.4 Analyzing the Quality of the Clusters

In order 1o give 4 measure of the quality of onr clusters, onr main tool will
be the distance between two sequences. Let &) and s2 be two sequences, the
distanes dist{s;, s2) between s and sy 35 based on sim(sy,82), the similarity
piven in delinition 4, and is such thal dist{s), s2) — 1 — sdm{sp, 53], Thus,
dist(sy,52) C [0..1] and dist(s;, s2) = 0 means that the scquences are the same
wherens dist(s), 50) = 1 means that s and =0 do ool share any item. We ased
two main measures,
The first one is the diameter of a chster . 1t stands for the largest distancs
between two sequences of . A diameter of 0% shows that the cluster conlains
only cgual scquences, whereas a diameter of 100% shows that the cluster
conbaing al least two sequences that do ool share any e, Dharing onar
experiments the average diameter at the end of cach batch varied [rom 2% to
3.
The second measure 5 the “double averape”. IL is based on the center of Lhe
cluster, which is given as follows. Let € be a cluster, the conter of O is a
sequence ¢ such that: Ve € C % dist(s,x) = qu:'f?’ dist{e ). We are tlms
able to give, for ', the average distance (AD)) from ¢ to all the remaining
secuenoes of ¢

-¢rdiat(z,c)
AD = Tace Ba0)
W report in Agure 7 some of the worst average distances obtained during onr
cxpeoriments. For cach sequence added in a cluster, we report the new value of
A for this eluster. For imstance, when the st sogqnence 35 oadded to eluster
1. the value of AD for cluster 1 is 18%. We can observe that AD varies from
{ {(when | = | the conter s the only sequence) to 33%. AD thus decreases
rapidly tooa valne between 200 and 25% | which is & good result considering
that in fisure T arc reported the rare clusters that are not really homogeneous.
The rernaining chisters are very well formed and thns give s good frameworlk
for the alignment algorithm. Indeed, we report o lpuee 8 the “double averape”
e (12A) after processing each sequenee of the bateh, 12A 35 given as follows:
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let. N be the set of clusters, 124 = T

% (the ¢ cluster). We can observe in figure 8 that for the second batch, DA
rapidly zrows np to almost 1% after sequence 280, then 734 slightly inereases
Lo 2.2%, The [inal value of DA ab the end of each balel is given iu ligure 9. We
can obscrve that the final value of 124 is always between 5% and 19%. At the
el of the process. the average valne of DA s 11% (an avernge clusters gquality

of 89%).

Eir;."\r‘

with ¢; the contor of
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6 Conclusion

In this paper, we proposcd the SMDS algorithm for extracting sequential pat-
terns in data streams. Our method has two major featnres, Ohr fivst stndy
was nbended Lo show the main limits and problems Wal have Lo be identilied
and solvied priov to proposing o method for this subject. Then wo proposed
a principle designed for rapidly processing the sequences of & data stream and
cxtracting the meaningful summary., Our algorithm relies on a elustering and
alignment method associated to an efficient straetre for managing the extracted
sequences aid Lheir history, Tirst, batcles of Lrassactions are sununarized by
means of a sequenees alignment method. This alignment relies on a clustering
secheme that compares sequences and centroids of clisters, Second, freguend
sequences obtalned by SMDS are stored in a prefix tree structure. Thanks to
this mining scheme, SMDS s able to detect frequent. behavionrs shared by very
little awounts of users (e, 13 wsers, or 0.5%), which is close Lo the diflicull
problem of mining secqmential patterns with a very low support. Forthermore,
onr experiments have shown that SMDS performs fast enongh to be integrated
in a data stresun environment. at a negligible cost, We also reported the results
of onr experiments showing that SMDS provides elusters of quality and extracts
the sipnilicanl patterns ol a Wel usapge analysis.
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Sequence Clustering in Data
Streams
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Goals:

« Extract sequential patterns from data streams. Applied to: behaviour
of a Web site’s users.

« Identifying problems arising with this pattern extraction. Particularly
the management of their history.

Framework: The SCDS method
(Sequence Clustering in Data Streams)
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Data Streams: a few words...

* New elements are generated continuously.
 Data have to be considered as fast as possible.
» No blocking operator can be performed.

 Data can be examined only once.

» Memory usage is restricted.

3
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Sequential Pattern Mining: some definitions.

* Item: bought by a customer
» Transaction: a customer + an item + a timestamp
» Sequence: ordered list of itemsets

» Data sequence: stands for the activities of a customer.
Let T1, T2, ..., Tn be the transactions of Cj, the data
sequence of Cj is:
< itemset(T1) itemset(T2) ... itemset(Tn)>

* Minimum support : the minimum number of

occurrences of a sequential pattern to be considered as
frequent.
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llustration:

Ul |Publications |Paperl Paper2 Paper3
U2 |Publications |Paperl List Paper2
U3 |Research Themel Theme3 Theme4
U4 | Publications |List Paperl List

U5 |Research Themel Theme2 Theme3

Question : « Can we find a behavior that would be shared by (at least) 40%

of the users recorded in the log file? »

behaviour : a series a requests performed during a navigation on the site.
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Extracting patterns from data streams

1) Satisfy the constraints of a data stream environment.

High speed algorithms.
Sampling with an estimation of the quality.
etc.

2) Managing the history of frequencies

Logarithmic Tilted Time Window (Han et al.)
Segment Tuning and Relaxation (Teng et al.)

S
Frequent itemset (a b & | =~
U]

15 min 15 min 30 min 1 hour \ 2 hours 256 days
0.17 0.18 g.25 0.12 0.05 0
time
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Overview

Stream

' Batch By, ' Batch By,

Result Result
Bn Bn-l
o
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Example: FTPStream
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Stream
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Why is this such a deal to extract sequential
patterns from a data stream?

A sequential pattern mining algorithm may be based on:

¢ wne resu

« Breadth-first search
size ©

« Depth-first search

e batc\’\‘-

« Without candidate generation
size of

* Sampling

o O O T o P

Why is this such a deal to extract sequential
patterns from a data stream?

T1 T2 T3 T4 .. T30
C1 1 2 1 2 . 1
c2 1 2 1 2 . 1
500000 —e&— Length of data sequences: 22 /
400000 —s— Length of data sequences: 24 /x
300000 —— Length of data sequences: 26 )(
200000 —¢ Length of data sequences: 28 M
100000

0
2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
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“We have to find the balance between the execution
time and the quality of the extracted patterns.”

Our proposal relies on two compromises:

1. A greedy sequence clustering algorithm.

2. A sequence alignment method applied to each cluster.

11
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A Greedy Algorithm for clustering
streaming sequences

Builds the clusters on the fly.

When “n” sequences have been processed: next batch.

12
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Overview

Stream

atch B, ; ' Batch By, ,'

. Centroid:

- <(a) (b) (d) >
. Centroid:

T <(a)(c) (e) >

|_' . | centroid:
<(m) (n) (p) >
13
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Sequence alignment for each cluster

The centroid is the result of an alignment applied to the
sequences of each cluster.

< (a (b) (d) >
<(a) (b) (d) > - < (@ () @ >
< (@) () (d)> <(@2) (b1, c:1) (d:2) >

Filter k =1: < (a:2) (b:1, c:1) (d:2) >
Filter k =2: < (a:2) (d:2) >
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Managing the history of the extracted patterns

« On static databases, the knowledge is stable

« On data streams, the knowledge is evolving with the stream

15
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Ongoing work: an incremental clustering.

Motivation: The division of the stream into batches “blurs” the
history of the frequent patterns.

A
/\
! T
D D Sequence |15 min | 15 min | 30 min | 1h .| 256 jours
E E—p ACDE 5% 0% 4% 0% 0%
¥+ABDE 0% 3% 0% 1% 0%
A(BC)DE | 5% 3% 4% 1% 0%
16
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* [dea : have the cluster evolving.

* Objective : be independent from slight variations
when managing the history of extracted patterns.

* Principle : keep the centroid (aligned sequence) of
the clusters from one batch to another.

We propose to perform an incremental clustering
in order to maintain a coherent history.

15 min 15 min 30 min 1h
A(BC)D |A(BC)D |A(BC)DE A(BC)E
3% 4% 2% 2%
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A few questions motivating this work:

- What should this summary look like?

- Where does the approximation stop?

- Is data mining able to help summarizing a stream?
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