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Abstract. Mcthods of Smart Alarming intend to deteet as soon as possible novelty or anomaly in
Mg Streamns, A review is proposad 1o highlight the key points of using them. In case of univanale
data, the more suitable method is not the same as for stationary variable or non-stationary variable.
Multivariate data sct arc often dealt with using unsupcrvisced leaming bascd methods, cither with fac-
tor analysis (mostly PCA) or clustering algorithmes. Tach of these methads must be applied in a spe-
cific situation: prior knowledge of possible anomalies should be needad or not, leaming data set can
be large sized or not, and so on. Some cxamples are outlined. Discussion underfines the importance
of having a prior knowledge of variable behaviour, and 1o consider the global Mow chart, imeluding
eventually a data preprocessing.
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1  Introduction

Several industrial contexts produce data streams [1], [2], and practical needs can be to diagnose as soon
as possible any change of the system under monitoring. A lot of smart alarming or novelty detection
methods have been designed 1o deteet and characierize the changes. The aim is o deteet the novelly be-
tore it becomes obvious, and thus prevent its consequences e.g. [3], [4].

Applicarions have been designed to control the industrial production [3]. to forecast the Stock Exchange
i graphic approach), to analvze biometric images [6], and s0 on. Very few reviews have appeared [7], [8].
[9], [10]. Methods can be split [7] into parametric [11] i a known [amily ol distribution is assumed o
model the learming data set, or non-parametnic otherwise, Both cases often result in g probability distmbu-
tion, the test data set (most recent values) s deemed o be a novel when it falls into low probability region
or over a fixed threshold. Methods are thus ranked according to their involved algorithms. Our topic is
different, we intend o highlight some practical key points thal could appear using these methods or that
should be first considered m oorder to conveniently design g smart alarming project. In this scope the
paper proposes (part 2} a literature overview, then (part 3) a few (outlined here shortly) examples.

As an automatic “black box™ procedure is often the final product, information concerning noveliies is
ollen graphically displayed: the methodology w do this is a noticeahle point, ez [12], [13], which is not
comsiderad i our paper,

2 An overview of methods

The methods from the references survey have been classified info four items: stationary or non-stationary
data, unsupervised multivariate learning base methods using PCA or clustering.

Numéro 36
© Revue MODULAD, 2007 1



