EUROPEAN WORKSHOP ON DATA STREAM ANALYSIS  March, 14-16, 2007 » Caserta, Italy

Incremental Generalized Eigenvalue
Classification on Data Streams

Mario R. Guarracino, Salvatore Cueiniello, Davide Feminiano

High Performance Computing and Networking Institute

National Research Couneil, Ttaly

Ahstract

As applicalions on massive dala ssls are smerging with an in-
creasing frequency. we are facing the problem of analvzing the data
as soon as they are produced. This is true in many Helds of science
and engineering: in high cnergy physics, cxperiments have been done
to transfer data at a sustained rate of 150 gigabits per sccond. In
Y2007, that speed will enable the delivery to users of data coutin-
uonsly produced by the LHO particle aceeleralor located al CERN.
Other examples can be found in network traffic analyvsis, telecommu-
nications data mining, discrimination of data from sensors that mon-
itor pollution and biological hazards, video and sudio surveillance, In
all cases, computational procedures have to deal with a large amount
ol data Lhal are delivered in Torme of data streams, Traditional dala
mining technigues assume that the dataset is static and, to inerement
knowledge, random samples are extracted from the dataset. In this
study, we usc Incremental Regularized Generalized Eigenvalue Classi-
fication (I-ReGEC), a supervised learning alporithm, to continuously
train a classification model from a data stream. The advantage of Lhis
lechnigue iz Lhal the classilication model can be update incrementally.
The algorithm online decides which are the points that contain new
information and updates the available classification model. We show
through numerical cxperiments, on o syothetic dataset, the method
performanee, highlighting its behavior with respect to the number of
incremeantal Lraining sel, the accoraey classilicalion and Ghe throogh-
put of the data stream.
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