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Abstractl. In this arlicle, we are going o highlisht the mierest in using  the
dats resulting from the [ulure 32 millions of communicating melers which will
equip all the French customers ffom now o 2013 in order 1o build up Court-
terms lorecasts and Means-terms concerning the EDE eleetric consumption
{lotal, or by walletz) in an environment of data stream. First ol all we will
develop our reflections and afterwards we will evoke some tracks of research,
I'hese tracks should enable us to approach some modelling and forecasts by
agorepation/disintegration of curves, as well as modelling and forecasts on
Hilbertian data. I'inally we will place side by side these ideas with the Stream-
Mining type approaches.

1 Context

1.1 Some words about the potential use of the data Streams at EDF

The volume of data treated and analyeed by EDF s gelling increasingly important. The
inslallation of systems ol measurement, becoming more and more elficient, will inerease
consequently this volume. Our aim will be to have a lighting on these data and information
delivered in a current way [or a better reactivity about some decision-makings. Then, for
example, a rise in competence on the use and modelling of structured data stream should
allow the calculus and the analysis of monitoring indicators and performances of the power
stations of production. in an environment of data stream,

Moreover, the installation planed from now to 2013 of more than 32 millions of
communicating meters of all of LDI™ consumers should allow a better analysis of the DI
customers” spending patterns. We could also analyze “on line™ consumption on more or less
incorporated levels and predict it in order to adapt the production and the potential purchases
on the electricity markets. Indeed, these meters will be used like sensors in order to measure
all the load curves of each customer to very fine temporal granularities (poing until the
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minute, even the second). Today, only a few tens of thousands of customers' have meters to
recover curves with measurements every half-hour, even every ten minutes. It is the potential
use of these future data which leads us to reflect and to build tracks of work and research that
we briefly will present in this article.

1.2 The forecast of electric consumption: Why and how?

The forecast of electric consumption is a very important target for LD, Thanks to the
forecast of long term we can manage the future investments in order to make the park of
production evolve adequately, whereas with the forecasts of short term (from 1 hour to ten
days) and of mediuvm term (from more than 10 days to a few months) we can adapt the
piloting of production equipments and the potential purchase on the financial markets of
electricity to the consumption of its customers’ wallet. In the last both cases, we forecast
total consumptions, or by wallet, by hour or half an hour,

Considering the evolution of the competitive context of the electricity’s market, the trade
of the forecaster in the energy sector strongly evolved and the consumption forecast became
multiform taking into account new needs: from a national forecast to the time half step with a
perfect knowledge of past and known explanatory variables (such variables of temperatures
and nebulosity), we must now plan individual or portfolios® forecasts with different
evolutionary data and an increase in the need for forecast quality taking into account the
financial stakes.

Also, we actually are trying to adapt and improve the existing models (nonlinear models,
according to temperature, nebulosity and calendar’s eftects) in order to envisage the most
individual consumption, to aggregate those consumptions at best, to build fitted models in
those aggregates to improve the forecasts on the total signals.

The use of the data coming trom the 32 millions of communicating meters should make it
possible to elaborate new tools of decision-making help and forecast, by fitting and using the
models and tools resulting from the approaches of treatments of the data stream and Stream-
Mining. The installation on the market of system allowing the management and the
modelling of such a structure of data should become effective next years. For the decisional
components to develop in an immediate Tuture, the commercial software of management of
the data stream will not be vel available. Then, the stake [or EDF will consist in the thorough
knowledge ol the principles and the algorithms, loday present in the protolypes ol rescarch,
in order to be precursory ina data processing and modelling in a current way when that is
pussible.

This document must present the first rellections as well as the research orientations sel up
by the EDF Research and Development Department to exploit these data at best.

! They are the most important customers and several samples of customers. With these samples, we can
gmalyse their yses and build insiienal probles Tor allocating the (olal consumplion among all the
French electricity market distributors.
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2 The first reflections and some tracks of research

2.1 Some remarks about the source data

The great potential of these future data will be linked to their space and ftime
characteristics and to their “quasi-continuous™ temporal characteristic. This last characteristic
will inevitably give a very important lighting respect o the studied phenomenon; indeed, we
will be able to check if temporal sampling used today for forecasting (by hour, or half an
hour) is the best adapted for a good analysis of the electric consumption of a wallet’ .

Maoreover, it is planed to collect, for some customers having yvet accepted it (in a
contractual or different way...) data by uses (like the heating, heats it water, kitchen, etc...)
and, eventually, some temperatures data inside the residences (even outside. .. ).

Tnvoicing and the “Réglement des écarts™ will require data recoveries, for which rules
still have to be established. Will we be able to use exhaustive data on the one hand (given
daily, even by hour for all customers), and the results of “space-time™ samples on the other
hand in order to build historical curve with very short and precise granularities (going until
the minute, even the second...)?

Our ignorance concerning the potentially exploitable data will have to direct our choices,
step by step, towards some research plans rather than others.

On the contrary it is obvious that we can take into account, nowadays, the space-time
and guasi-continuous characteristics of our data in order to coneeive our [irst reflections and
resedreh tasks.

2.2 Some remarks on streams and summarics of data

The great volumetry of the data which we have just talked about will imply very strong
constraints in term of transmission and storage of the data. So reflections will be useful to
define our requirements in term for data to wse in order to conceive relevant tools for
forecasting.

We can however outhne some preliminary remarks and recommendations:

- We will need w establish guite long historieal curves in order o colleet the wemporal
phenomena such as the tendencies, the scasonal variations and other periodic
phenomena ol our daia (the temporal granularities could be all the more broad as the
stored data will be distant in the past).

- We will need 1o work with sulliciently aggregaie levels because agpregale curves
would be less random or erratic (we will give a possible definition of this
phenomena, we call “foisonnement™, hereafier).

* For example, we notice on the French owml corve a pesk demand gt the end of the aliernoon,
corresponding to the addition of various phenomena like switching the lights on, using plates and
elecinic [urnaces 1o cook, and starting up some waler-heaters ele.., The lorecast of this phenomena is
really important, particularly in winter. However, it “moves” constantly and progressively by the time,
hecause of the sunset variable hours. This phenomenon would be obviously easier to notice and to
modeliee by using “guasi-conlinuews” daty,

* Term given to the “control system™ of consumption Tor all electricity distributors, still mentioned
above.
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- We will need to connect the collected curves to reliable data allowing the
qualification of our data:
o geographical data (even socio-economic)
o contractual data (even information on the uses)
= weather data: measurements, even forecast data,

Some studies are running on in order to propose space-time sampling strategies of
streams to be used*; in order to take into account some preliminary constraints to our future
treatments, we will refer to these first studies.

S0, we know that we will not be able to preserve (nor to collect) the whole of the curves
of consumption at the step second or the step minute for all customers. Let® us imagine as a
working hypothesis that we will manage a panel with a great number of customers, and that
we will work on specific summaries of theirs consumption curves, according to the
complexities of their ovwn process of consumption. As follows:

- we will be able to collect curves with different, but constant temporal granularities
throughout certain periods of each curve (the temporal window could he, for
example, daily), these granularities chosen to optimize the total quadratic errors
i Chiky., 2007).

- it'the granularity can be established on the level of the meter, maybe we will be ahle
to recover curves with variable granularities in time for each sampling curve in order
to collect some increasing, decreasing or important varying individual consumption

periods.
- we will also be ahle to colleet summaries with functional decompositions {on
wavelel basis, for example). Compressions will be able themselves to depend on the

complexily ol cach imporied signal and/or cach studicd moment.

We just have now Lo think about the way 1o use these restilutions ol data sireams.

2.3 Some preliminary ideas for the exploitation of the data streams for
forecasting models

Some studies on individual curves revealed that to predict the individual consumption
was very difficult because of their stromgly random and erratic characteristics. As we noticed
higher, it would be useful to gather the curves cleverly in order o use the fact that the sum
{or the estimate of the sum) of the curves of each group will be foreseeahle.

This track is likely a problem of curves classification by tree, including at the same time
exogenous  variables  (space  co-ordinates  and, 10 possible, interior andfor  exierior
lemperature), and, especially, an indicator (1o be delined) allowing o prunc the tree on a
adapted level. The targel is o improve the predictibility ol the global signal aller
summarizing [orecasts on cach buill elass! The variable 1w explain would not be & simple
conltinuous variable, bul a variable made up ol lunctions. Bonds will be undoubtedly ereated
with the works presented in Ramsay and Silverman (2002 and 2005).

* Thesis of Baja Chiky (ENST) under the dircetion of Georee Hebrail
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Moreover, the continual stream would need to update this classification in an
incremental way.

2.3.1 A possible formalization of the problem
- Noaalicans

Let i, an individual on which is measured a curve of consumption of electricity Ciit).
The overall consumption of the population of this study can be written {we will call the
corresponding curve synchronous):

c=3c) (1)
i1

with N global strength of our study population. Let us notice, here, that curves C; will not be
inevitably measured with the same step of time, or with the same smoothness. So, that™s why
we must establish adapied functional smoothings 1o estimate this sum.

The population of this study can be divided, over one period 1 given, in Gy sub-groups g
of M, customers. We can define consumption by group in the following way (under-

synchronous):
o
C0=Y¢,0 @
a=l
with :
N,
C,.(n=>.Cr) (3)
i=1

Let us notice right now that if we work only with one sample of curves of customers, we
can caleulate instantaneous estimates of these overall consumptions if we know a set of
weight w;: these weights will be, initially, the opposite to inclusions probabilities, directly
resulting from the sample design vsed to build our panel. In that case we have:

C)=> wC, ) (4)
i-1

C:(=> wC (1) (3)
i-1

with n and n, respectively numbers of customers in the total sample, or the sample on
the group g. The formula (5) amounts carrying out the estimate of synchronous on the
domain defined by the group g. Of course, some links could be established in order to use all

-
information in our possession to estimate as well as possible C'z(#), particularly in the case

of a small domain. For more details, we can refer to Deville and Sirndal (1992), Lundstrdm
and Sarndal (2005) and Rao (2003).

In both cases, we can calculate, even estimate the estimators” sampling errors. It would
be convenient to reduce the sampling errors by using all information in our possession, either
by building balanced samples, or by carrying out rectifications in order to preserve as well as
passible in our samples and our estimations the temporal “representativeness™ of our survey.
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Some works have been initiated taking into account Hilbertian variables to build Re-
weightings calibrations estimators (see Dessertaine, 2006), or balanced sampling (see
Dessertaine, 2007).

- Clustering or classification to forecast by aggresation/disintegration of curves

Let us accept the existence of a partition of the customers in Gy groups such as we could
model each signal Cy(t) so that the sum of the forecasts calculated aver the period T is better
than the forecast calculated with an adapted model on the aggregate signal C(t).

(On the electric signals of consumption, we can illustrate this phenomena by taking into
specific account the local weather variables to model consumption of the thermo-sensitive
customers of the same perimeter, Other more specific wvariables (socio-economic,
demographic, contractual etc. .. ) will have obvicusly to be taken into account on this level!

Another way of describing this principle would be to say that for an individual i |
element of a group g, its signal of consumption could be divided in an additive way into two

random signals S.(t) et £;it) :

C()=AS,()+&(1) (6)

5o, we suppose that the individual signals could be divided in the sum of a common
signal to all the individuals of the group g, except for a multiplicative coefficient, and of a
distinctive signal of his.

Now let’ us going on with the hypothesis of independence owver the time of each two
distinctive signals:

Cov, (£(1).£,(10)=0 V(i,j)e g {7)

wilth :

Cov,(E(1).€,(1) = [[;.{s]— :_ I;;(k}_dk gj{f}—; jgj(k}_dk (%)

In this case, we can write:

C, ()=S0 4 +0(S, (3. %) ©)

This can be a “definition™ of the “foisonnement™ between curves, generalized with a specific
clustering or classification. It we don’t work with all of the individuals but with a sampling,
we can say that, by using the set of weight w;
n. _"'.'r
C,(0=8,(0Y wA +0(S, ()Y wAi) (10)
i=|

i=l

let us suppose that we can build models “perfectly adapted” to each signal S(t). a
disintegration of our global signal could result in the fact that the composite predictor of the
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predictors built on these G models independent are at any moment {or on average over a
given period) more powerful than “the best™ predictor built on the knowledge of the global
signal Cit) and of the exogenous variables. If we measure the performance by a function )
(BMSE of forecast over one period p given for example), we have:

—_— {;:‘. A .\I"‘ _ A~
00 S, (0D A.te p)<Q(C(t).te p) (11
=1 i=l
This value depends on the performance ol cach prediclor and, also, on the sampling error
W "

carried out on the term S, {I]Z% . if this one is estimated by the value S, {I}IZ wA .
il il

Some ideay jor clustering and classiffcalion:

The problem is how o build and/or maintain a parlition in Gy groups respecling the
hypothesis above, for checking (11} Thus, we can elaborate judiciously a clustering or a
classification of individual signals available in Gp classes, .

Also, the signal 5,(t) could be approached by the average signal of each individual signal
belonging to the class g, at every period 1. 1t “would be enough”, within the framework of a
hierarchical partition for example, to introduce an indicator to cut of the tree to respect the
constraint (11).

But, several questions arise such as .

- Ilow can we make an adapted Compression of each curve? Some interesting tests were
carried out by uvsing cleaning and compressions with wavelet in a set of 2300 curves.
These tests used principles and algorithms described and suggested in Misiti and Al
(1998);

- How can we estimate each distinctive signals £; (t) allowing to check (7)?

- How can we formalize an indicator of cutting allowing to respect (11)7

Other points will have undoubtedly to be arisen  on this level (like taking into account the
toreseeable characteristics in the classitication or clustering algorithm, by the choice and the
use of an adapted distance, for example). But, with the using of data stream. we will be
interested in the incremental update of these clusters or groups. Some approaches were
proposed within the framework of update clusters of purchase sequences contained in
batches (see Marascu and Masseglhia, 2007). In our case, and to make a parallel with their
work, the complete sequences to classily would be present in several batches (new batches
coming only W update the panclized historical curves).

Another point o be approached will concern the update ol the built panels (cither at the time
ol the rejection or inlegration ol customers). This point will be more simply taken inlo
account within the framework ol & supervised classilfication:
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Some ideay for supervised classilication:

We will have to discriminate a whole of curves, according to a few number of variables
describing the customer or his environment like local curves of temperature, nebulosity or
any other history of socio-economic data described on the zones of the customers sampled
{data resulting from the censuses of the population to the level of the communes, of the
districts etc... ). Within a non dynamic framework , preliminary treatments of the curves must
be carried out before building classifications by tree (for example). The approaches
developed by Ramsey and Silverman (2003) could be tested in this case (particularly
considering the hypothesis of different temporal granularities wsing all over and between
each curves to be classified).

Within the “dynamic™ tramework which will be offered to us by using the data streams, an
idea would be to check, on each arrival of new stream, the stability of the partition used.

2.3.2 Some ideas for the forecasting models and approaches incremental:

Once the Gy classes bwilr , it will be necessary for us to work out and/or update adapted
model to each class, The three following points should help us to build more adapted models
than today:

- The data will be very fine temporal and variable by the time granularities

- The data will be of space and time nature, and will have to undoubtedly remain it at
the end of the phases of classification (because of the space aspect in classification).

- To work currently will enable us to use recent data on the level of each studied
wallet.

Thus, the first point will lead us to study work concerning the forecasts on functional
data, including the methods derived from the Hilbertian Auto-Regressit models (see Bosg,
2000). Other very recent work shows a great interest to use some interesting properties of the
wavelets for the forecast. On the statistical level, several methods are available: the methods
of regression on the wavelets coefficients, the methods resulting from the wavelet specirum
o generalize ARMA models with the processes locally stationary, and, finally, the methods
of the nonparametric forecast Lype but where the similarities are evaluated on the wavelets
coclTicients and not on the original signal; Some very reeent work ol Anestis Antoniadis and
Theolinadis Sapatinas allowed o successlully develop and test these last approaches, more
particularly on data ol hallan hour eleetrie consumptlion (sce Anloniadis and Al 2008). The
incremental characlerisiic ol this method (comparison ol a temporal window  which
immediaiely precedes the period by loreeast - contained in the last data summarized resulling
from last transmitted stream - with the whole of the same windows widih in the past for
taking into account of their immediate future in the caleulation of a forecast with a Kernel
approach) could be particularly interesting with a current way approach.

Then, the space characteristic of our data will be very interesting. Indeed, the influence
of the temperature or other meteorology characteristics like the propagation of weather
phenomena should largely be highlighted and should be taken into account by analysis and
models on space data approaches.

If we will work with an aggregation/disintegration of curves treatment by using a panel
managed in an environment of data stream, the G estimated curves (at the level of the G,
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classes elaborate and maintained specifically) will be known with a sampling errors. Also,
the data to be modelled will be a succession of normal distributions, whose variances of the
distributions will vary at each time. 5o, we will have to be vsed the knowledge of these
variances in our modelling works and, also, in the restitution of these variances for the
construction of confidence intervals of our forecasts. Currently, the analysis and the
modelling of symbolic data, suggested and developed in the vears 1990 and 2000 by Edwin
Diday (see Billiard and Diday, 2006) seems to be an interesting track to approach in order to
model our particular data, comparable with symbaolic objects. Some works were developed
within a framework of modelling of time series them, and presented by Carlos Maté Jiménez,
from the Comillas university of Madrid during the 26th International Symposium of
Forecasting. Those works concernad exponential smoothing models on series with histogram
values (see Maté Jimenez, 2006). Some studies are running on in order to build
autoregressive models on such data.

2.3.3  And forecasting models in an environment of data stream?

It is obvious that an investment around models suggested specifically in an environment
of data stream will be set up. Some readings are projected. Currently, 4 approaches hold our
attention. Initially, work of NN Vijayakumar, B Plale, R Ramachandran and X Li (see
Vijavakamur and Al 2006} conceming work of mesoscale weather torecasting (weather
Phenomena interesting a zone whose area is about a hundred kilometers) by using the data
streams with dynamic filters in order to determine and to analyze some phenomena releases
mechanizm.

Other work on summarizing  problems of temporal and space-time data will be ahle to
hold our attention (see Zhang and Al, 2003).

In the same way, a methodology, named AWSOM {Adaptive, Hands-oft Stream-Mining)
making it automatically possible to detect seasonal tendencies or other relevant temporal
phenomena within a framework of data stream while using wavelets decompositions, could
be interesting (see Papadimitrou and Al 2003 like Papadimitriow and Al, 2004).

Other approaches, rather relating to the framework general of Stream-Mining will be
studied (like those developed by Computer Science department of the Stanford university, in
Babeock and Al 2002). The approaches concerning the mulliple and latent variables
regressions by stream ineremental analyses will be naturally studied (see Teng, 2003).

3 Conclusion

Lo this article, we highlighted the interest in using the data resulting from the future 32
millions of communicating meters in order to build EDI electric consumption short term
forecasts (in globality, or by wallets) in a data stream environment. The investment on the
search or the development for techniques using this voluminous data in a current way was
evoked. Iirst ideas, coming naturally from a logic of treatments and “traditional™ models
from data and time series have been proposed: those are based on approaches of
aggregation/disintegration of curves and on the use of models on Ililbertian or Functional
data. but also on adaptations of uvsual techniques of the survevs to control the phases of
sampling and calibration. Some approaches developed within a more specific framework of
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Data-Stream and of Stream-Mining must be the subject of the future readings and studies
Also, links between the various approaches evoked in this paper will have to be built in order
to combine them for the development of methods and adapted models. EDF has still 6 vears
before the effective use of the recovered data of these meters. It is interesting to take note
that a common laboratory between EDI and the French Telecommunication superior
national school is set up right now in order to treat of these problems.
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1. Context

- Some words about the potential use of the data Streams at EDF
- The electric consumption forecasting: Why and how?

2. The first reflections and some tracks of research

- Some remarks about the source data
- Some remarks on streams and summaries of data

- Some preliminary ideas for the exploitation of the data streams for
forecasting models
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Context
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R&D Département OSIRIS e D F

Context

» Some words about the potential use of the data Streams at EDF

»>The use of the data coming from the 32 millions of communicating meters
(installation planed from now to 2013)

» Queries :

» Allocation of global consumption among all operator in « real time »
» Information system of the Electricity consumption

» Analysis and modeling :

» Marketing and commercial analysis of uses
» Load Forecasting

£y

R&D Département OSIRIS - Work-shop on Data-Stream 2007 (Caserta — Italy) e DF




1. Context

The electric consumption forecasting: Why?

» Long-term (from 2 to more than 20 years)
<& Investments in order to make the park of production

» Middle-term (from 13 days to 2 years)

< Adaptation of the production equipments and the potential purchase on the
financial markets

» Short-term (from one hour to 12 days)
¢ Balance between Consumption / Production and Sourcing

(4]

R&D Département OSIRIS - Work-shop on Data-Stream 2007 (Caserta — Italy) e DF

1. Context

The electric consumption forecasting: how?

» Aggregate time series modeling

» Impossibility to compute, in real time, « official » time series, especially
for costumers which have not telemeters meters (method based by
profiling methods)

» Non-linear additive models :

» A part dependent on the climate (mostly temperature, and for some
models, cloud cover)

> A part embedding seasonality and trend.

» Aggregate forecasting test:

» Building different models on « natural » wallets, and summarizing of the
forecasts

» Same thing, but on groups chosen (or built) specifically to improve glotaal
forecast (by clustering or classication methods) ‘\
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Short-term forecasting and data-Stream :
The first reflections and some tracks of
research

7 R&D Département OSIRIS e D F

The first reflections and some tracks of research

»Some remarks about the source data :

» Space and time characteristics

» “quasi-continuous” temporal characteristics
» Minute by minute measurement (perhaps second by second?)

» Information and data by uses
» Internal and/or external temperature measures

Exhaustive recuperation, or Space and time sampling?
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p The first reflections and some tracks of research

»Some remarks on streams and summaries of data :

» We will need to establish quite long historical curves in order to collect the temporal
phenomena such as the tendencies, the seasonal variations and other periodic
phenomena of our data

» the temporal granularities could be all the more broad as the stored data will be
distant in the past

» We will need to work with sufficiently aggregate levels because aggregate curves
would be less random or erratic

» We will need to connect the collected curves to reliable data allowing the qualification

of our data :
> geographical data (even socio-economic)
> contractual data (even information on the uses)
> weather data: measurements, even forecast data
b‘-u
%
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p The first reflections and some tracks of research

»Some hypothesis constraints :

» We will not be able to preserve (nor to collect) the whole of the curves of
consumption at the step second or the step minute for all customers .
»> Management of a panel with a great number of customers, and that

we will work on specific summaries of theirs consumption curves,
according to the complexities of their own process of consumption

» collect curves with different, but constant temporal granularities?

> if the granularity can be established on the level of the meter, maybe we
will be able to recover curves with variable granularities in time for each
sampling curve in order to collect some increasing, decreasing or important
varying individual consumption periods.

» But, how could we summarizing those information? (with a curves
census, or with a curves sampling)

We just have now to think about the way to use these

restitutions of data streams.
10




The first reflections and some tracks of research

»Some preliminary ideas for the exploitation of the data streams for
forecasting models

» Clustering or classification to forecast by aggregation/disintegration of
curves

» Some ideas for the forecasting models and incremental approaches

» And forecasting models in an environment of data stream ?
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Some preliminary ideas for the exploitation of the data

streams for forecasting models

» Clustering or classification to forecast by aggregation/disintegration of
curves

C=3C0)

\ Cg(t)zici(t) / s
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

» Clustering or classification to forecast by aggregation/disintegration of
curves

C() =Y wC,()

\,

T ()= ZwC(t)
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Some preliminary ideas for the exploitation of the data

streams for forecasting models

»Aggregation / Disaggregation of curves and « Abundance principle » :

> for an individual i , element of a group g (with g € Gqpartition of the
population at a period T), its signal of consumption could be divided in an
additive way into two random signals :

C()= 4S8, () +&0)

» Now let’ us going on with the hypothesis of independence over the time of
each two distinctive signals of a group g :

Cov,(¢,(),5,(1)=0 V(i j)e g
> With :

Cov, (£,(1),€,(1)) = J[é(r)—% jé(k)dk][f,.(r)—% jéj(k).dkj
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

»Aggregation / Disaggregation of curves and « Abundance principle » :

» The consumption global signal of a group g :

C.(=5,0 4 +0(S,(03 1)

» In a sampling case, we have :

n, N
C,()=5,(03 wA +o(S, (03 wA)
i=1 i=1
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

»Aggregation / Disaggregation of curves and « Abundance principles » :

» Let us suppose that we can build models “perfectly adapted” to each signal
S,(t), a disintegration of our global signal could result in the fact that the
composite predictor of the predictors built on these G models independent
are at any moment (or on average over a given period) more powerful than
“the best” predictor built on the knowledge of the global signal C(t) and of
the exogenous variables. :

Q(i 8,0 A.te p)<OC).te p)

i=1

ﬂg
> In a sampling case, we have : Q
i=1
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

»Aggregation / Disaggregation of curves and « Abundance principles » :

» Then, we can say that the forecasting quality will depend of :

» Appropriateness of the partitions to build
» The quality of the models used

» The sampling and adjustment errors
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Some preliminary ideas for the exploitation of the data

streams for forecasting models

Appropriateness of the partitions to build

—— mape_classif1 mape_classif2
—— mape_classif3 —— mape_classif_init
—— Mape synchrone

-> We must to work
yet with a new distance
to include the
predictability notion in
the clustering or
classification process

-> How can we update
partition GT? Stream-
mining?
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

»Aggregation / Disaggregation of curves and « Abundance principles » :

» The data will be very fine temporal and variable by the time granularities
» Hilbertian Auto-regressif models (Bosq)

» Non parametric models on functional decomposition (for example :
additive models with similarity on wavelet coefficients (Cf.
Antoniadis)

» The data will be of space and time nature, and will have to undoubtedly
remain it at the end of the phases of classification (because of the space
aspect in classification).

» To work currently will enable us to use recent data on the level of each
studied wallet.

» Use Symbolic data models to take account the sampling error in each
measure of the estimate curve)
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

»Aggregation / Disaggregation of curves and « Abundance principles » :

» Balancing sampling and / or calibration estimation on functional
decomposition (Wavelets, Non-linear decomposition with wavelets, or using
firsts functional principal components ...)

» First trials with calibration estimators using simple wavelet decomposition :
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

Année N-1 Année N

16400 16600 16800 17000 17200 17400 17600 17800 16400 16600 16800 17000 17200 17400 17600

»With an unequal probabilities curve sampling, we estimate the

total curve with with sampling design and curves of the sample for
the year N!

»To try to improve the result, we use the same data, but in the year
N-1, and the global serie known of the wallet. We compute new
weighting coefficients to estimate the real curve we know!
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2. Some preliminary ideas for the exploitation of the data
streams for forecasting models

- We compute the wavelet decomposition for the sample and global curves in the
year N-1 :

J
(D) — 40 (1)
X0 =40+ D
j=1

Appradimation par ondeleties de Haar de la courbe de consammation globale du portefevile Approwmation par ondelettes de Haar de la courbe de consommation d'un dient
uum: i.‘.‘:

B T T T T O O e T ]

T —— i T ke

mor —— P T ke e F*
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

- We know that :

TOT __ (i) TOT __ (i) .
4] _ZAJ et D) —ZDJ, \ Vie[LJ]
- Then, we can estimate each coefficient Afs)T with similar coefficients of the
sample curves 4;’} and with their unequal probability 7, :
. A"
T0T 5
A=Y g Vkel,...,32}
€S j

1

- We use the macro CALMAR to compute new weights :

A=) oA, Vke{l,..,32}

ieS
L S
9%
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

Erreur d'echantillonage pour chague valeurs estimees apres calages

16500 1600 16700 16800 1&900 17000 17180 17200 17380 17400 17500 17500
t
PLOT  — arro — arvour_cal

-> temporal dependences weighting ? (Calibration using a Kalman — Filter under contraints?...)

b‘-t

JN
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

Then, what about load forecasting using data Stream?

» First, we can imagine some adapted construction of stream summarize or
stream-mining objects or models?

» Classification? And incremental’s classification using data-stream

> Global compute of the global series (Weighting total of curves (then :
functions) which be knowing on different granularities

» Load-Forecasting using especially data-stream structure.
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

Then, what about load forecasting using data Stream?
« Work of NN Vijayakumar, B Plale, R Ramachandran and X Li (see Vijayakamur and
Al, 2006) concerning work of mesoscale weather forecasting (weather Phenomena
interesting a zone whose area is about a hundred kilometers) by using the data
streams with dynamic filters in order to determine and to analyze some phenomena
releases mechanism. .

» Other work on summarizing problems of temporal and space-time data (see Zhang
and Al, 2003).

» A methodology, named AWSOM (Adaptive, Hands-off Stream-Mining) making it
automatically possible to detect seasonal tendencies or other relevant temporal
phenomena within a framework of data stream while using wavelets decompositions
(see Papadimitrou and Al, 2003 like Papadimitriou and Al, 2004).

» Approaches concerning the multiple and latent variables regressions by stream
incremental analyses (see Teng, 2003).
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2. Some preliminary ideas for the exploitation of the data

streams for forecasting models

Thank you for your attention !
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