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Abstract. In this paper we shall discuss knowledge dizeovery probloms
ariging in Wme seriese A reladion algeben i appliod Tor the porpaose of
represenling bolh dependenacies nmong single e and dependencies Dae-
tween single itemns and intervals, This enables one to specify and recopmise
even complex interrelationships among items in data streams. In addi
tion, intervals like calendar events can be incorporated into the pattorns.
An e is sel Tor Uhe case ol Lhrown alarmes in commmication nel-
wirrks'
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1  Introduction

The representation of relationships in temporal data mining approaches is a big
issme aned hias great impact on the expressiveness of patterns | 10]. In several do-
waing such expressive pallerns are of preal use, eg. lor Lhe discovery ol alar
patterns in the context of fault management, namely to improve the understand-
ing of the network and in order (o generate Bl prediction rmiles; bt also for
such diverse purposes as [or the identification of proteins on the basis of amino
acids aned for the prediction of financial and stock markets. Commonly, a tom-
poral order is inposed ou Lhese data slreams amd we are normally concerned
with long sequences of cvents. The temporal information of one cvent is often
composed of & date and & tme of day. To partienlar, date and time can be nsed
to associate events to certain calendar events. such as days, weeks, months or
even public holidays, U'hese ealendar events can comsiderably inerease the di-
versity of delected patlerns, even il noithing else is known abont the svenis, Tn
arddition to calendar cvents. temporal data mining approaches novmally contain
a sliding time window which is scanned lor new patterns (1) in order fo reduce
the complexity of the search space and (2] in order to nclude the fact that pat-
torns are generally more reasonable i they inclode ovents which are tomporally
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close cnomgh. 'herefore, we have three sorts of objects among which relation-
ships are bo be considered: poinls, inlervals aond e windows (which can also
b represcuted as intervals).

1.1  Related Work on Temporal Points and Intervals

These three sorts of objects can also be found in che related worle on temporal
data mwining (100, Several approaches deal with sequences of poind-like evenls,
which have to be analvsed in order to find temporal patterns in the data. Mannila
etoal [T look for fresment temnporal patterns inalarm sequences of networks.
Here, an event relers to a poiot in time and to a given event tyvpe. Their goal
is to find temporal relations between events. Howoever, they omly define two
possible relations belween evenls: serial and parallell 0 bwo evenls persisl o a
serial relation, there exists a total order between them (like event A happened
before event B In a parallel relation the events have no order at all, These two
temporal relations are also used in several otbier approaches (e.g. in [3]).

Bettind et al. [2] incorporate what they refor to as multiple time granular-
ilies: monihs, weeks, buosiness day; they model them as dnleroaly o lhe eveul
corrclation process. They relate ocourred cvents to these pranularitics. For this
prrpose. & contains relation is defined between time points and graomlarity inrer-
vals. This samwe relation is used (o defline a hierarchical structure between Lime
eranalaritics. Conscquently, patterns like "A and B oceurred on the same basi-
ness iy can be detected. Tlowever, o hisrarchicsl order between the intervals
cannot always be found, E.go i one week oceurs between two months, Betiing of
al. specify the confains relation as nndefined. Other relations are not considered
i Lheir approacts,

In order to reduce the complexity of their approach Manmila ot al. [11] intro-
duee s shiding Gime window which s then seanned for temporal patterns, They
avgue that the sige of the time window should be user-defined. Sinee the quality
of the approach highly depends on the chosen window size, 3t 3s qnite challomging
Lo lind an adequate time window siee. Allernatively, Casas-Garriga [3] suggest an
alporithm which antomatically adjusts the window width of a pattorn according
tor the mmmber of elements of the pattern. Further approachss exist. However,
those which are particular closely related to our own one are referenced below
when we introduce onr roprosentation.

1.2 Overview

By conbrast to existing methods, onr approach aims atb inelnding — at least on
the level of ordering information  all passible temporal relations between points
themselves and points and mtervals, For this porpose, we introdaee a relational
dvslewt which allows relations systemaiically o be deall with, For Lhis purpose, a
mumber of jointly exhaustive and pairwise disjoint point-point and point-interval
relations are nsed. By this means, problems arising ahont nndefined relations are
avoided [2]. More inporlaal, these relations [orm the basis of a relalion algebra
that can be emploved by using standard constraint satistaction algorithms; this
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emables one to sobee recognition and relaxation problems as well as consisteney
checking Lasks,

The remaining paper is structured as follows: A short description of the gen-
eral problem sitnation and an introduetion to fanlt management, as an cxample
domain, is pivew in Section 2. Our own approach 8 inbrodueed in Seclion 3. Sec-
tion 4 demonstrates the applicahility of our representation and cxplains a pattern
recognition algorithm on the basis of an example scenario from the fanlt man-
agement domain, The paper concludes with Section 5 and provides an overview
of future work.

2  Problem Description

Several dowains have Lo deal with large amounts of lewporal dala, e, o Deawld
detcetion, patterns that indicate a case of fraud, and in fanlt management.
somrees of fanlis are to be identified; for the prrpose of aking predictiions aboat
stock markets complex relationships among shaves, exchange rates and the like
are of interest. Then, the goal consists in finding cither frogquent. patterns or
specilic patlerns among objecls in tenporal dals streams,

2.1 Points and Intervals

I this section the general problem sitnation is deseribed and subseguently o
tivated by an example domain: the [aolt management domain. It shows that
there are three sorts of objects which are of interest to ns: point-like covents (the
alarm ol a device), expanded [eaclions of Gime (Lhe davs of the week), and spe-
cific periods of time (which cluster all cvents that might relate to cach other),
Heconeiling points in time and expanded time segments o a5 to allow relations
among both kinds of objects to be defined, is what we will finally aim at.

Time Points: In gnite o fow application domains, Bl framd detection, supor-
warkel sales inforoation and lanll wanagemend, long sequences ol lme poiod
evrmts have to be analvsed and checked for temporal pattornms. ieo woe are con-
cerned with poinds o time (instead of e sepments). Such an event normmeally
consists of an attribute vector which further deseribes and specifies the occurred
ewvemt. Heve, however, woe are interestod in the temporal dimension and consider,
as usual, a fime slommp, which consists of date and Lime, For instaoce we describe,
that

everd B follows A

Time Intervals: In order to include how point-like cvents relate to cxpanded
evenits, an additional level is reguired that incorporates intervals. ''hen, patterns
arise which relale Llime points o otervals, The wain example for (his kind of
relations is how an event relates to the calendar. Different graomlaritics lle days
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of the week, woeekends, months, ofe. cam then be deseribed, as can coneepts snch
as holiday Lime or baok bholidays, Doe (o this laver of expanded evenls, wore
complex patterns can be specificd, oo

evenl A s always [ollowed by B on Mondays

Time Windows: In the spatial domain, Tobler's Fivst Law of Geopraply holds:
Foerything is related to cverything else, hut near things are more related than
those far apart [12]. We adopt this polion (o the temporal domain, and for
the purpose of specifving parterns in the temporal domain we confine relations
among events which are temporally close enongh. This closeness 5 wsnally de
fimed Ty time windows, which constrain the influence of events depending on
hewr far apart they are:

evenlt A s always followed by B on the nerf Monday

In sum, we deal with points and intervals, Le. with polot-like events amd
capanded evemts, and we are interestod in how they velate:

point-like events relative Lo each other, or
poini-like evenls relalive Lo expanded evenls,

Expanded evenls are eilther specilic {calendar) evenls or Lime windows, Whereas
the former events are precisely defined. the lattor roprosents in a variable way
the temporal closeness of point events, e whether poinl events alb s partionlar
time can influence other point events at another time,

2.2 The Fanlt Management Domain

After having ontlined the sitnation we are faced with, we shall now motivate this
approach og the basis of the ool manapement area. Geoerally, [aull wanape-
ment is divided into three ditferent tasks: fanlt detection, fanlt loealisation and
fanlt correction (ep. [T 8] While Baall detection is concerued with the recog
nition of failures, fault localisation approaches aim at identifving root cawses of
failnres. The latter, eventually, are oliminated by the failore correction compo-
penl ol the ull management syslewmw.

The requirsd inpul for wesl ol wanagemenl componenls are | poinl-like)
alarm cvents, which are gencrated by a network resouree if its hehaviour deviates
fromn normality (e the network is svent-deiven ). These events are collected in
a central component and then analvsed in order to detect and localise the root
cantse. Alarm events comsist of several attributes which characterise the dotectod
[ailure, Since information aboul Gilures are provided by nelwork resonrees, (hey
highly depond on their vendors. Consequently, the attributes themselves may
differ from network to network, and even within single networks, valae ranges
ol aliributes vary [eoon subpel Lo suboel, Thos, the woilication of atleibules is
nften a4 big problem in the fanlt management area.
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Fanlt localisation alone. is already o challenging issne. One aspect of fanlt
localisalion i the recognilion of alarm palterus which Deegquently ocenr Logether
in time; it is assumed that thoy result from the same root canse, To support
the localisation of & falt the gronping of alanos according (o their probable
oot cause and the generation of high level alarms would be of much use to the
network operator [3). I addition, one forther step might be the generation of
alarm prediciion rules, which could be nsed W identily Gaulls eaclier and thos (ake
carly precautions to provent scvere offcets of these faults from happening, In any
e, temporal patterns of events are to be deseribed. For the purpose of finding
adequate ways for describing these patterns, we apply the trichotomy introduced
in the previons paragraph to the fanlt management domain, as follows:

Time Points: From the temporal point of view, a network event 35 regarded
as a4 poind in Liwme, Relslious among nelwork evenls are consequently relalions
betwoen time points.

Time Intervals: Network ovents are to be related to specific calendar ovents.
becanse they frequently determine the (raflic in g networks: on s Snoday there
conld be less traffic than on a Monday; and in the morning there s a traffic burst.
while at noontide the traffic calms down. Fromm what follows, network events are
Lo be relaled Lo calendsr eveols; o other words, points o (e are bo be related
to intervals in time.

Time Windows: MNetworls alarms which are closely related in fime, have a
Ligher probability (hal they arise due o the same rool canse, Consequend Ly,
adequate time windows should be taken into account.

3 The Representation

The previons seclion nlrodueed Lhe Gull wanagement domain as an applicalion
cxample for temporal pattern discovery. This seetion concemtrates on our own
approach for the represeutation of tenporal relations, In addition. an algelbras 15
introduced which allows to reason about these relations.

3.1 Temporal Patterns as Relations

We are [aced with two kinds of obijects, polots (representing points in time)
and intervals (representing events with o duration). For two points i time,
three relalions exisl: before (<), equal (=), and after (=) [13], In the case of
intervals, we distinguish thirteen relatioms [1]. We want to consider both point-
point relations as well as point-interval (and conversely interval-point) relations.
Iulerval-interval relations are of no interest [or us. Tnlervals i our case represend
calemdar events, oo events with a doration. We do not want to deseribe relations
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Table 1. Eleven relations exist which relate single points (F,) to other points or to
intervals [fe).

[Nae [Syinbol| Conversel Relation
before < | = [P} < (B L]
mests m i {P. LY m (L]}
starts E 5 {F:}s{L}
started by | =i & IR
equal = | = [y = {1%]
during d L (P} d {1}
contains © d Iy} c {P}
finishes f fi {h}f{f}
finished by i I {1} h 1%}
met by i ) [P T} mi {1
after =2 - {P..L.} > {P,, I}

between calendar events, bul how either point-like events relate fo each other or
how they relate to calendar events,

As aconscauenee, the following relations can ocenr botwoeom single point-
objects aud single interval-objecis: before (<), meets (s}, starts (=), during ().
anel finishes [f). Considering two points, it might also be possible that they
colneide, in which case they are in relation equal (=), Additionally, we have (o
consider the converse relations which are listed in Table 1. By contrast to Allen’s
approach we have no overlap relation, sinee two points either coincide or they
are disjoinl: similarly, & polul either meels an iolerval, or il coincides will ils
start-point. An overlap relation between a point and an interval is not realisable.

Other st hors Lave been sugeested to consider fewer point-intervil relations
[6, 4], namely =, s, si, d, g, f. fi, and =, ie they go without meets-relations,
Sinee we will partition the time domain into diserete sliees, it makes ahsolately
sense Lo distingnish g meets relation row, for exsple, Dhe belore relalion, Also,
point-point and point-interval relations are gencrally dealt with separately. Here,
wir neeed to integrate these svstems and consider in partienlar < and > as fo be
equal regardless ol whetlher their arguments ave poiols, lervals, or & wix of
hoth.

Mowever, i the context of onr domain il makes sense Lo redoce (he progosed
relations by assigning moand mi to < and = respectively, Furthermore, we assipn
both s and £ to do As s comsegquence, we finally arvive at a mimnber of five relations.
which are depicted n Table 2,

3.2 Reasoning about Temporal Patterns

For the parpose of reasoning about the relations just introduced, f.oo reasoning
about temporal patterns, we define a relation algebra according to 9]0 Tt comsists
of nine elements:

Lhe wniverse, M, which consists of the atomic palberns (e [ve basic
relations);
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Table 2. After assigning m to < and the starts and Anishes relations to d, five relations
linally remain.

|N:-I.IIIL' |ﬂ:.:|||hll||f!|n1'.-4:r=-i:'| [elation |
before = = [P, I} < {F. Ii}
el | — [ — | (FI—15)
during il v {rsdd {1}
containg| ¢ i e iln]
after s = {P. I} = {F.I:}

Ll < e |=[d] > |

"-'. o - <d|sd oo

o L 3 © cld=¢ &=

= < C = 4 >

d < “d=rc =|d| d B

=led=c¢ = |=[d= =

Fig. 1. The composition table,

the identity relation, =, shows the temporal identity of two cvents;
the I designates the impossible pattern:

the universal relation, U, designates the pattern which holds o any
case (i.c. it is a sct of all possibilitics);

the nmary operation ™ shows the complement of 4 pattern:

the nnary operation converseness, . shows Lhe pattern which arises

when the ordering of objects is exchanged;

— the binary operation composition, o, computes the transitivity for a
binary pallern;
the binary operation intersection, M. extracts common parts of two
atteTTsS;

— the bhinary operation uniow, LU, merges together bwo patierns;

The live operalions are delined in the lollowiog way. Tn doing so, for the converse
opcration Table 1 is used and for the composition operation the composition
table in Fignre | s employed.

m; — {(0.P)|(0.P) & m;} (1)

m; — {{0.P)|(P.0) & m;} (2)

mi o m: = {(0.Q)FP : (0.P) c my A (P. Q) € my] (3)
m; (i my — (0. P)[(0,P) & m; A (0. P) & m;} (4)
mi U m; — {(0.P)[(0,P) € m; v (O.P) € m;} (5)

There exist two problem classes which can be managed by the proposed ap-
proach: coulipuration problews and consislency problews. The [irst one considers
the definition of specific comfigurations, which, for instance, deseribe partienlar
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svstem states: the seeond one is abont the maintenanee of o walid systom state.
T ihe former ease we are i need ol welbods which systematically allow s
to browse through the confipuration space of valid patterns; in the latter casc
wet tes] o check whether all system constraints {(Lthal together indicate a valid
svstem state) are simultaneously satisfied.

Here, the temporal data stream of network events indivectly informs us abaut
onir svstem, oo whether spocific pattorns ocenr which, for instanee, show us that
a specilic nelwork service is cirrently wsed. Ou e other hand, the pallerns can
b emploved for the purpose of checking whether our systom is currently in a
vatlidd state. Moreover, the network operator wight specify specilic palterns which
ndicate particular problems he wants to get nlormed about, or he specifies
comditions which indicate consistent notwork confignrations. Then, as soom as
an inconsislency arises a constraint 5 violated and the pelwork operator gels
informed.

3.3 Network Consistency

Given aset of tomporal patterns M. wo want to know whether M s comsistent.
Being [aced will a relalion alpebra we can repard Uhis consistency problewm
as a constraint satistaction problem (CS51%) and can solve it by nsing standard
methods, The computational evaluation of the consistency of 4 constraint nel is
performed as follows. In order to achieve arc-consistency

Fop: OFP i— 0PN PO, 1, & P{M) ()
and i order to achieve patlh-consistency
Wopg:OFP :— 0P (O e QrsP)l.rn.rors.r € PLM) (7)

These two steps are to be performed it no new relations are inforred. As the
emply relation denoles an inconsisienl scenario. a5 soon as (he emply relalion is
deduced, the constraint net will have been proven to be inconsistent because any
empty relation will remain empty under any forther compntations of equations
6 and 7. When the network has stabilised without inferring the emply relation
the comstraing net. has been showm to be path-comsistent.

For instance, we are concerned with foor ovents, ey, es, op, aned cz, amd 2
munber of (hree constrains among (hem: M = {e; < ea.ep < ¢, ead ey b The
graphical representation of this constraint network shows the given constraints.
Sorne relations are not constrained, e g between e and e; which 14 indieated by
arrows without labels; consequently, the universal relation holds between those
events. Furthormore, the identity relation holds for the relatiom botween each
evenl and ilsell, awd we obilain the constrainl nelwork which is showo oo the
left hand side of Figure 2. After having applicd cquation G, we obtain an are-
con=istent network in which more relations are constrained (the middle part of
Figure 2). For the purpose of achieving a pall-copsistent neiwork, we apply
couation 7 and obtain the rightmost part in Figure 20 For instance, the relation
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r between e and ey 35 computed s follows:

Bp FBy =@ M €1 0 Cprper—=8) < G310 € CEy =8 < 8 (]

As we then have derived other relations, we now have again employ eguation 6
aned abtain the next network. Impossible relations are deleted from ez rooz. 1o a0
calendar evenl cannol relale to an evenl by = or d. Tvendoally, it boros ol Gl
the network is consistent sinee the empty relation could not be inferred.

Fig. 2. Consistency Check Using Constraint Propagation

4 Example Scenario

This seclion explains Lhe patlern representalion and recognilion approach o
detail by means of an example scenario in the context of fault manageoment. The
first seetion 4.1 describes the initial situation of the scenario. Subsequently, an
example pattern is shown to demonstrate the applicability of our approach (cp.
Section 427 Section 4.3 prosents the pattern recognition algorithm by exaonple.

4.1 Cunstomer Complaints in Fanlt Management Systems

Customer complaints are common whon dealing with fanlt managoment issnes.
They oceur, il nol all fanlis can be fomd at an early stage and il they have been
overlooked v the network operator or the fanlt management component. In such
casis, the enstomers of the network diseover s deviation in the behavionr and
call the peiwork operalor Lo repord Lhe [ailure, These reporis normally bave Lo
b processed by hmmans divectly due to imprecise failore deseriptions. Howoever,
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emstomoer satisfaction is the greatest need of the network operator. Conseqnently,
such situations should be avoided il possible, I the rool canse of Lhe ailure is
identificd by the operator, one selution is to extract a pattern from the failure
situation. This wounld help identifying the fanll sarlier next tme.

The scenario for our approach will be exactly this situation, Alter receiving a
emstomer complaint, the network operator idemtifies its root canse in the network
and an evenl pablern [or the situation 5 exlracled, This pallern 5 saved o
the pattern knowledsze base of the fanlt managoment component. Daring the
anglyvsis, the temporal inpnt data is seanned for patterns of the knowledge base.
If & pattern is recognised, the network operator will be informed,

4.2 Representation of Palterns

Possible temporal relations within patterns are deseribed in Section 31 These
relations lorm a powerlul lanpuage Lo specily lemporal patlerns, Here, the ex-
ample of Section 3.3 is slightly modificd and expanded to demonstrate how
the irichotomy of different sorts of events s employed oa pattern (ep. Figo 4}
Within our scenario the network operator detects a situation similar to Fig, 3(b)
amd extracts the pattern deseribed i Figo 3(a). The letters of the time points
represent Lhe evenl Lypes (i our case the iy pes ol alacos, e, signal loss, server
is down. ete.). De to simplicity reasons. the event types, calendar intervals and
timme windows are abbreviated o the Tollowing sxample.

t
r 1
= =
e ' —1 . -
T fime
CI
i r
[a) Constraint Graph (b) Seenario Scheme for the Pattorn

Fig. 3. Example Pattern with Time Window

The pattern prosented in Fig. 3 comtains slight modifications compared to the
patlern example deseribed o the consistency secltion (ep. Section 3.1). Firsi, ihe
time window t and conscquently its relations to hoth time point cvents are added
tor the pattern. Secondly, the original relations of Fig. 2 have been modified. Now.
a nwmber of six lemporal consteainis exisl among the events aod intervals, which
are all depicted in Fig. ()l M ={eydg.eyd . e o esd . ey dtepd t]
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Fig. 3 b} visnalises the temporal relations between the events and intervals and
gives o seenario scheme [or the patlern, Al evenls and inlervals sre arranged on
a timeline according to the temporal constraints.

The time window t plays a special role in the constraint graph. Tnoa sense, i
does not belong to the actual pattern, Rather, only patterns within single specilic
time windows are detected: oo doring the reeognition phase the events have fo
ocenr wilhin the same (ime window, o order (o gel detecled as a paltern,

4.3 DPattern Recognition

Mattern recognition corvesponds to the process of deteeting known patterns in
the input streim of alarm events, oo our approsch, the patterns are represented
using the temporal relations between points themselves and polnts and intervals,
The titne window = n=ed to limit the scope of the pattorm search. 1t slides over
the dala slream. To every slep Che window's conlent is scanned for alresdy known
patterns. Fig. 4 depicts one example scenario which contains the time window
t, several alarm events (g ey and es) and intervals (e.g o and o).

i

T 1

E:‘
£y 2, gy &y
' - X -

[ i | i [ ; time
Gy Gy Gy
Gy

Fig. A, Feample Seemario for Pallern of g, 3

The compesition table in Fig. 1 shows that when only measuring some rela-
tioms (e, = d and =), all other relations can be inferred by the same algorithm,
Therefore, only the relations <, d and = have to be detected in each time window,
OUm thixz hasis the following steps form an instraction list for the reeognition of
pallerns. An adeguale pallern recognilion alporithom can be derived [row Lhese
astops.

|. shifting the time windew:

2. analysing the sitnation and deriving the relations <2 d and =.
3. inferring the remaining relations.

4. comparing the pattern graph with the time window graph.

Taking the scewario of Fig, 4 a8 an example, Lhe lell subgraph of Fig. 5 can be
cxtracted from the data within the sccond step of the recopmition process. Like-
wise during consistency checking, the remaining relations are inferred from the
Loown oues, As oue can see, Lhe righl subpraph meels all lemporal cousiraints
from the pattern of Figo 3(a). It is aosmbgraph of the pattomn comstraint graph.
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Fig. 5. Extract of Corresponding Constraint Graph

TFollowing our seenario, after the recognition of the pattern the network oper-
ator will be informed abont the detocted fallore. Now, correction actioms can he
execuled early enongh Lo avold costomer complainls connected with (his failure,

5 Conclusion and Outlook

The algorithmic discovery and recopnition of temporal patterns is still a chal-
lenging problem. Many domains, ke frind detection and fanlt management,
have to rely on such algorithms due to the huge amount and the complexity of
the data of today’s applicatioms. Within this paper, wo proposed a roprosenta-
lion lor ternporal patierns, nceluding bhoth poinl-like evenls aod inlervals, repre-
senting single cvents and calendar events or time windows, respectively. Thesc
patterns are represented nsing temporal constraints. Using common CSP {Con-
slrainl Salislaction Problew) approaches, even the consistency ol such pallerns
can be checked. In addition. an approach for the recognition of lmowm pattoms
in (he data stream bas been inbroduced. The applicabilily of the represenlalion
and the recopnition approach bhas been demonstrated vsing examples from the
fanlt management. domain.,

Sowe opew problems, however, remain, Ouwe [uluee work will addeess Lhe
introduction of an efficient approach for the discovery of patterns with our tom-
poral relations based oo the consideration of Fregnency distribntions, To addition,
some more complex examples from the fault managzcment domain will he taken
tor farther evalnate the method.
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The Problem

» Situation
® A large telecommunication company

e Faults & alarms generated by network resources
e.g. devices are out of order or traffic bursts entail problems

e System operator tries to identify underlying faults: problematic since
the data stream of alarms is quite complex and dense

® Furthermore: events are imprecise wrt. time (no access to precision)
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The Problem

» Aim
e automise identification of faults

¢ |ntermediate aim: cluster alarms - simplification for operator

Supporting network operators in localising faults
Reduction of information by generating high-level alarms
Reduction of workload for the operator
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System Overview

Candidate
Patterns

—
FM+PM
Online Data

Prediction
Rule Generation

-

« Focus on pattern representation

() univeritst vemen
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Data

A = alarm(?, “AdapterGGSN*“, “GGN*“, “Communication®, “GGSN lost contact
with all RADIUS authentication servers associated with APN*)

B = alarm(?, ‘“AdapterGGSN*“, ?, “Communication*, “GGSN lost contact with
all RADIUS accounting servers associated with APN“)

C = alarm(?, “AdapterGGSN*, ?, “SNMP AGENT*, *“10.22.170.129%)

TemporalRelations:

A HEAD_TO_HEAD B
A OLDER_AND_CONTEMPORARY C
B OLDER_AND_CONTEMPORARY C
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Method

» Relational system as a mean for representing termporal
information, mainly based on

Allen 1983, 1984

Vilain, Kautz 1986

Ladkin, Maddux 1994

Cohn, Hazarika 2001
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Method

» Coarse set of jointly exhaustive and pairwise disjoints
relations between events (e.g. alarms)

» Relation algebra - CSP (e.g. for testing the consistency
of pattern descriptions or to complete knowledge)

| Name | Symbol | Converse | Relation |
before < > {Pi, I} < {P;, I}
equal = = (P} =1{F}
during d c {P}d{I}
contains c d {I} c{P}
after > < {Fi,Iu} > {PFi. i}
(L) untversieas Bremen
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An example: composing
relations

» Given three temporal entities: x, y, and z
» lItholds:x>yandycz

y
y4 X
N
. . t' A
» The composition provides x > z ime
T = T = T-T+] =
- < d cd=c¢c>
c . C c c d=c C =
- c d
d d=c> | d d .
d=c¢c> > d=>
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Experimental Analysis

» Structure of test data set
e 5 different adapters, 2 hour time range, 5810 alarms
e Peak: 62 alarms per second, Mean: 0.8 alarms per second
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Experimental Analysis

Based on the representation
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Summary

» Method

e Atemporal (i.e. 1-dimensional) representation of events has been
proposed (including points and intervals in time)

e |t can be dealt with using CSP techniques

» Application

e Thrown alarms in telecommunication networks: mining for frequent
patterns (mining for important patterns = expert knowledge)

® The generality of the approach allows the application in other
domains in the future
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