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Abstract. Discriminative classification models assume that both training and
deployment data have same distributions of data attributes. These models give
significantly varied performances when they are deployed under varied circum-
stances with different data distributions. This phenomenon is called Dataset
Shift. In this paper we have provided a method which first determines whether
there is a significant shift in the distributions of attributes between the training
and deployment datasets. If there exists a shift in the data the proposed method
then uses a Hill climbing approach to map this shift irrespective of its nature i.e.
(linear or non-linear) to the equation for quadratic transformation. Experimen-
tal results on three real life datasets show strong performance gains achieved by
the proposed method over previously established methods such as retraining and
linear reframing.

1 Introduction
The main concerns of supervised machine learning is to learn a model for classification,

regression or any other function using a set of training data and then applying this new learned
model to deployment data. While deploying a particular data model it is implicitly assumed
that both the training and test data will follow the same distributions. But in real life scenarios
it is natural for the distributions of data attributes and decision functions to change especially
when the training data is collected in one context while the deployment data is used in a differ-
ent context e.g.(the training data is collected the summer season while the model is deployed
on the data for the season of autumn). Such "Dataset Shift" [Han et al. (2012)] if not compen-
sated for can greatly reduce the efficiency of the results provided by the learned model. One
solution is to retrain the entire model on the deployment data. But it is not a feasible option
often as collection and labelling of data in deployment may become costly. Another recent
approach is reframing the data so as to make the learned model compensate for the shift in
deployment data in real time and provide efficient results. We mainly focus on the shifts of
continuous attributes of the data from test to deployment dataset. For example the daily food
consumption of the residents of a city in North America may vary greatly from that of the
residents of a similar city in South America.

- 131 -


