EUROPEAN WORKSHOP ON DATA STREAM ANALYSIS  March, 14-16, 2007 » Caserta, Italy

A Practical Evaluation of Load Shedding in Data Stream
Management Systems for Network Monitoring

Jarle Seborg, Kjetil H. Hornes. Matti Sickkinen, Vera Gocbel, and Thomas Mlagomann

University of Oslo, Departrment of Informatics
P.0, Box 1080, Blindern, N-0316 Oslo
{inrlezo, kjctih, siclkine, gochel, plageman}ivifi niono

Abstract. In network monitoring, an importand issoe b5 (e oimber ol Laples Ghe dila
strearm managemenl sysbem (DSME) can hadle Tor diflferent nelwork loads, Tooorder Lo
gracefully handle overlowd situations, some DEMSs are equipped with s tuple dropping
functionalitv, also known as load shedding, These DSMSs regizter and relate the number
of received and dropped tuples, Lo, the mlntive threnghpet, and porform different kinds of
caleulations on Ll Ower Lhe past Tew years, several solitions amd methods basee boen
suppested to efficiently perform load shedding. The simplest. approsch @ to keep s count of
all the dropped tuples, and to report this to the end user. In our experiments, we study
two DEMSs, i, TelegraphC) with support for load shedding, and STREAM without this
support. We use Lhiree pacticular network monitoring Lasks Lo evadunde Lhe bwao DSMS wilh
resspncl Lo Lheir ability of fowd shedding aned performance. We demnonstrales Lhal 8 is fopuor-
tant to investigate the correctness of load shedding by showing Lhat the reported somber of
dropped tuples is not always correct,
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1 Introduction

In this paper, we locus oo network moonitoring as the application domain for daloe stream manage-
ment systems (DEMSs). More specifically, we evaluate the load shedding mechanisms of existing
DSMSs 1o Lhe case of passive nelwork moniloring where irallic passing by an observaiion poinl is
analyzed. This feld of rescarch is commonly challenged by the potentially overwhelming amounts
of traffic data to be avalveed. Thos, data reduction technigues are mportant. Many of those
Lechnigues used by the Lrallic analvais reseacch copununily as sland-alone lools ave also ulilized
extensively for load shedding within the DEMSs. Examples inclode sampling |5, 9], wavelet analysis
[11], sl Fistogram anolysis [23]. Moniloring (asks way also include limeliness constraiots: Storing
measurements and performing “off-line” analysis later is impossible in many monitoring scenarios
where analysis needs to happen o nesr real-time. For example, anintrmsion detection system (11D5)
based ou passive lrallic weasurements needs Lo generale alerls inunediately o the case of a de-
tected Intrasion. Intermnet service providers (15Ps) are interested in real-time measaroments of their
backbones [or (rallic engineering purposes, e o re-ronte some brallic o case congestion builds
up in certain parts of the network. In addition. network traffic ravely generates a constant stable
inpmt stream. Instead, traffie can be sty over a wide range of time seales |[4). which implies
that the mwonitoring svslew should be able Lo adapt o a changing load. Tor all (hese reasons, 1L s
very interesting to study the applicability of DXSMSs coquipped with load shedding functionalities
in this contexi,

The STREAM [1, 3, 4] and Cigascope [7, 6] projects have made perlormance evaluations on
their DEMSs for network monitoring. In both projects, several nseful tasks have been snggested
[or nelwork monitoring, Plagewann el al. [17] have evaluated an early version of 1he TelegraplC()
[3] 1EMS as a notwork monitoring tool by modeling and running queries and making a simple
perlormance andlysis,

With respect to load shedding, Golab et al. [10] swm up several of the different solutions
suggested in the DDSMS Fterature. Refss o al. [22] ewaluate sampling, muolt-dimensional histograms,
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wavelet-based histogrames, and fived-grid histograms in ' lelegraphCO). They also sngmest solutions
for stating queries that obtain inlormation about the shedded tuples.

We have used the two public-domain DSMSs; TelegraphCO) v2.0 and STREAM v0.6.0, for net-
worl monitoring. We have run diferont comtitmons queries and have measared systom performance
for dillerent network loads, We choose Lo use these (wo systews since Lhey are public available aond
have boen used for network monitoring in carlior cxperiments. Telegraph OO v2.0 supports load
shedding, and STREAM vO.6.0 has wol this lunelionality implemented, To oonr knowledge, no
practical evaluations have been performed with [ocus on load shedding in DSMSs [or petwork
miomitoring.

Ohie contribntion is to propose a simple experiment. setnp for practical evaluation of load shed-
ding in DEMSs. AL this poiol, the experiment selup can be used [or weasucing fuple dropping,
which is one of the load shedding funetionalities. "This i nsefnl for systems that do not support
load shedding. Tor measuring (he Luple deopping, we suggest a welric; relalive Broaghpal, which
ig delined by the relation between the nomber of bits a node receives and the number of bits the
node is able to compute. Onr experiment setup can also evalnate the correctness of svstems thiat
support Ltuple droppiog. Here, we show that TelegraphCO) reporis less dropped Luples than what
seems to be correct. We also use the experiment setup to show how TelegraphCOQ) behaves over
Lime, and see (hal load shedding and query resolls reach an equilibrinm, Second, we sugpesl a
set of three network monitoring tasks and discuss how they can be modeled in TelegraphCO) and
STHREAM.

T'he strneture of this piper is as follows: In Section 2, we deseribe the taslks and the gueries.
While discussing the tasks, we try to introduce systemn specific features for the two DSMSs, Section
3 presents the implementation and setup of omr experiment setap, and Seetion 1 shows the resnlts
[romn onr experiments. In Seclion 5, we sumroariee our lodings and concelude (hat (he experiment
setup is usefol for performance cvaluations of network monitoring tasks for DEMSs. Finally, woe
point ont =ome futare work,

2  Network Monitoring Tasks and Query Design

In this section. we disenss three network monitoring tasks. We give a short deseription of each task
and show how 1o model Lthe gqueries. We also argue lor their applicability in the currenl domain,
The first two tasks are nzed in our exporiments. while the third task is discussed on a theoretical
biasiz, For that Lask. we show (sl some (asks way pive cowplex gqueries (hal depend on correcl
input and therefore can oot allow load shedding, since Important tuples might be dropped.

For hoth systems, TelegraphCQ) and STREAM. the tasks are nsing stroam definitions that
comsist of the fll 1P and 'TCP headers. 'Phese are called streams . iptep and 8, respectively. 'T'he
definition is a one-to-one mapping of the header fields. For example, the destination port header
field is vepresentod by an attribnte called destPort int. We have tricd to mateh the heador ficlds
wilh available data Lypes o Lhe lwo syslems, For example, TelepraphCO) supporls a dala Lype,
cidr, which is useful for cxpressing 11* addresses.

2.1  Task 1: Measure the Average Load of Packets and Network Load

To weasure Lhe average load ol packels and the pelwork load, we need Lo counl the wnnber packets
obtained from the network and ealenlate the average length of these packets. In the [P header, wo
vant use Lhe totallength header lelid for (his purpose. This header (Geld shows Ghe moober of by les
in the packet. Having the information from this task mav be of great importance for the 151 o
look at tendencies and patterns in their networks over longer periods. Inc ' PelegraphCO), we model
Lhe guery as [ollows:

SELECT COUNT(+)/60, AVG(s.totalLength)+8
FROM streams.iptcp s [RANGE BY ’1 minute’ SLIDE BY '1 second’]
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We see that for each window calenlation’ . we comnt the nmmber of packets each second by dividing
by 60, We multiply the totallength with & to gel bits instead of byvies. The petwork load is
estimarod by finding the average total length of the tuples presented in the window. The gquery
relurns bwo abbribndes that show the sverape per second over the last winnle. Alterpatively, this
guery can be stated by using sub-guerics, but beeanse of space limitations, we do not discuss this
solution for TelegraphC Q) here.

The STREAM guery is syulactically similar, We have chosen to split up this query into two
americs, o show how they express network load 0 bytes per second [lefe) and packets por minate

(right):
Load(bytesPer3ec) : Load (packetsPerMinute) :
RSTREAM{SELECT SUM{totalLength} RSTREAM{SELECT COUNT(*)

FROM & [RANGE 1 SECOND]) FROM 8 [RANGE 1 MINUTE])
RETREAM{SELECT AVG(bytesPerSac) RSTREAM({SELECT AVG(packetsPerMinute)
FROM Load [RANGE 10 SECONDS]) FROM Load [RANGE 10 SECONDS])

Both querics use a sub-query to perform a pre-calealation on the tuples before sending the resules to
Lhe main query. For ISPs, it would probably be interesting only to be potified when the load excesds
certain levels, This can be added as a WHERE-clause, stating AVG(bytesPerSec) > 30 Gbits, [or
cxamplie,

2.2 Task 2: Number of Packets Sent to Certain Ports During the Last n Minutes

In this task, we necd to find oot how the destination ports are distributed on the computers in
the network, and connt the mmber of packets that head for each of these ports. The mmmber of
packets are caleulated over an v minutes long window,

I'his i5 an important feature, sinee there might be sitnations where there is o need for joining
slres allribnles with stored information. Tn pelwork wonitoring, this lask can be nsed Lo show
the port distribution of packets on a Web-server. Additionally, it is possible to re-state the task to
foems omomachines ina network instead of ports, e how many packets have been sent o certain
mvachinees during the last n minutes, To solve (s, we can look at the disteibution of destination TP
addresses instead of ports. For instance, i ome Web-server seems to be very active in the network,
a proxy wight need (o be installed o balance the load,

Wo choose to extend the query by joining the data stream with a table that consists of 65536
tuples: one for each available port. We do this to show the joining possibilities in s DSMS. Thns,
prior Lo the experiments, we creale the table porls thal conlains port nuubers, as integers, [rom
0 to GAHAG, i hoth DSMSs. We onlv state the TeleoraphCO) query hore:

SELECT wtima(#*), streams.iptcp.destPort, COUNT(%)

FROM streams.iptcp [RANGE BY °5 minutes® SLIDE BY *1 second'], porte
WHERE ports.port = streams.iptcp.destPort

GROUP BY streams.iptcp.destPort

whime (#) is a TelegraphCl) specilic [unction that returns the timestamp of the current window, The
STHEAM guery is almost equal, except that it has to project the destPort tuples ina sub-guery
before (he join, This s because STREAM only allows 20 allribules [or appregalions, something
which is statically defined in the code. and that we choose not to change in our experiments.

2.3 Task 3: Number of Bytes Exchanged for Each Conneclion During the Last e
Seconds

When o connection between two miachines 3= established, we are interested in identifying the namber
of byles Lhal are senl between (hem, In order (o wanage Uhis, we bave to idenlily & TCP conneclion

Y RANGE BY deseribies Lhe window range while SLIDE BY deseribes Lhe apedate inferval.
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establishment, and sum up the nmmber of bytes for each of these conmections. As stated above,
this task is only making a qualitative comparison for both query results, and we outline the ideas
of how to model this guery.

In TCP, connections are established using a 3-way handshake [19]. and it is sutheient to identifv
an eslablished conpeclion witle a luple consisting ol souree awd destination TP addresses aod ports,
TFor expressing this task, we first need to identily all theee packets that play a role in the handshake,
Thir maost important. attributes to investigate are the SYN and ACK control fields, as woll as the
sequence muober and the ackonowledginenl munber, To achieve this, we stale bwo sul-queries, Oue
selects IO headers that have the SY N aption field sct, while the other selects the headers having
the SYN and ACK oplion Gelds sel. To a ihicd query, we join Lhese headers wilh headers hiaving
the ACK option field set as well as jolning on matching sequence and ackoowledpment numbers,
In the G-way handshake, fimeonts are nsed o order to handle lost packets and re-transmissions.
We model this using sliding windows. Il a tuple slides oul, 8 Limeool has been violated. To idealily
the number of bytes that are exchanged on a connection, we have to join all arriving tuples with
ome of the conmection tuples. ''his means that the cormection tuples have to be stored for s lmited
period of time, for example in a window, We can also construct qgueries that, in a similar wav as
the omes deseribed above, identify the commection toar dowm.

A snb-task wonld be to identify all the conmection establishments that have not joined the final
ACK packet, and therelore Limes ol Tn SYN-lood altacks (his tiweont can be exploited by a
client by not sending the final ACK to the server after sending the initial SYN packet [12], This
behavior s fportant o identify, and = also an important task for 1050 lo this case. when we
use windows Lo model Lmeouls, we wanol Lo ideatily the tuples Lthat are deleted [rom the window,
Hore, STREAM has the possibility of detining a DSTREAM, i.c.. a delete-stream, which satisfies this
requirenenlt,

What is interesting in this task. is that it needs to obtain information from all the packets
to unction corvectly, For instance, sampling of only important tuples can oot be used, because
the throe packets depend on each othor in both control ficlds and sequence and acknowledgment
wirnbers, Thns, the sawpler becomes s guery processor dsell, something thal ooly pushes the
problem one level closer to the data stream.

3 Experiment Setup

In this section, we show the design of our experiment setup for our practical evaluation of 1DSMSs
for network monitoring (see Fignre 1),

! i
I i
network o wpe — '—‘| Fyal ) -"'I DSMS = result fles
frafMic =E '
I
)

v | i z

¥
dropped packets  shedded tuples | TelegraphCOy) selected uples
kepl packets (dhropped and kept juples)

Fig. 1. The experimenl selop.

We Lave developed a program called fyaf, which reads nelwork packels o the pelwork
interface card (NIC). For packet capturing, fyaf uscs the peap library, which reports the number of
kepl and dreopped packels aller the capturing is completed. This is shown by the arvow denoled @ in
the ligure., Kept packets are denoted xg, while dropped packets arve denoted @y, Both TelegraphCo)
and STHEAM process data in s comma separated valie (OSV) fashion, and fyaf s nsed to
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transform the T'CP /P hesders to the enmrent DSMS"s OSY stream scheme. £yaf also removes the
payload [rom the packets, and sends the headers as tuples to the DNSAS in the same frequency as
they arrivie fyaf sends the toples to the DEMS over a '1'CP socker, to gnarantes that all tuples
arrive. For this purpose, we have to change parts of STREAM so that il manapes (o aceepl sockel
reguests. The advantage of using a local T'CP socket is that possible delays in the DSMS attects
the performance of fyaf, and thns, the packet captaring mechanism. In addition, TelegraphCQ)
veports Lhe nunber o of kepl and dropped Luples, denoled gy and gy respeclively, In practice,
TolegraphC0) s shedded tnples are reported a8 streams that can be guoeried as shadow queries of
Lhe Lask query [22], The resull laples rom (he DSMS. z, are stored o file. An invariaot is (hat
systemms that provide load shedding should have @4 = 0, while a system that does ot support
load shedding shonld have s varying mmber of dropped packets depending on queries and network
load., A packel thal s dropped rom the NIC can pol be burped iolo a taple, so we consider tlal
tuple as dropped.

The experiment setup consists of only two computers; A and B, which form their own small
network. Fach computer has two 3 GHe Intel Pentimm 4 processors with | GE memory, and mns
wilh Linux SuSE 9.2, The experitent setup awd the DEMSs are located al node B, We have chiosen
to use two moetrics: relative throwghput and eccuracy. We detine these two metrics. as well as the
Lermt nelwork Ioad, Lo avoid misonderstandings,

Definition 1 Network load is specified by the number of observed bits per second on a link.

Definition 2 The relative throughput of node N, denoled Ry, is the relalion belween the net-
work lond node N recetves and the network load it manages to handle. (Tn this paper, we use both
ferms “relubive foowghpel™ and “RT" for the velalive ovuwglpd, )

Definition 3 The accuracy is measured as percenfage of the compuled resull velaled Lo e correct
restlt.

4 Experiments and Results

In this section, we show the factors we use to verify that the experiment setup works and to
mm the tasks. After a practical verification, we show the results Fom Task 1 oand Task 20 '1he
experiments investigale the DSMSs" behavior al varyiong welwork load, The load is generated by
the public domain traffic generator '1'G 1G], which we st to send a comstant rate of TCI packets
wilh segment sive of 576 by les. We keep Lhe rale constant Lo see how (he DSMS belaves over Liwe,
This contradicts a real world scenario where load may change over a 24 hows period. However,
wir want to initinte the load shodding of 'TelegraphCQ), 1o start load shedding instoad of adapting
Lo e stream, which is one of TelepraphCO)s strengths [2, 20, 15], The |rallic is generated over a
time period called a run. Mainly, the network Toad is measored at 1, 2.5, 5. 7.5, and 10 Mhbits/s.
and for each uelwork load, we pecformn 5 runs,. This iuplies thal £fyaf has o compule dala sl a
higher network load than the nwmber of bits received on the NIC, to avoid becoming a bottleneck,
W also assume that fyaf porforms faster than the enrrent DSNS sinee £yaf is loss complex, This
iz verilied by fyaf's log [iles, All resulis are average values over the given number of runs, fyaf is
sot only to send the TCP/1P packets to the DSMS as tuples. Other packets, g control packets
in the network, are written to fle for further analysis and identifeation.

T'he STREAM prototype does not support load shoedding, and we nse this system to imvestigate
il 35 sulliciend Lo wse the experiiment selup or addeessing the wnnber of dropped (uples,

We define one guery for this test, (21 — SELECT = FROM 5. G simply projects all the tnples
that are sent to the DSMS. This makes it easy to verily that the number of tuples sent from fyaf
and mmber of toples retwmed from Q1 are eqnal, o, 2 = = in Figore | I this is the case, wo
cant sy Lal Lhe relative (hronghpul of STRIEAM is equal o Lthe relalion betwesn dropped and
kept packets from the NIC, o, BT s ppan = =2

Tyt
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In TelegraphC0), & separate wrapper process, the amapper elearing bowse (WOH ). i3 responsible
for transforming the arriving tuples so that they are understood by the continuous query handling
process: the hack end [BE) process. 1Uhe WOH aims to receive and obtain tuples from one or more
external sources [13], which is a necessity lor TelegraphCC) to handle real-Lime sireams [rom several
sources. The information about the shedded tuples can be aceessed by using shadow guertes. Thus,
the acenriey metric can be nsed o evaliate TelegraphCO) s load shedding. 'lelegraphCO) provides
several load shedding lechuigues [21, 22], bul for simplicily, we ouly look at the munber of dropped
and kept tuples. By adding these two nombers together, we got a good estimate of the total namber
ol Luples TelegraphCO) receives each secomd,

Sinee TelegraphClo) nses load shedding, we have the possibility of nsing the cxperiment. setap
Lo invesligale Lhe correciness of the load shedding hnctiopalily, The idea is stmple: We koow Lhe
number of tuples sent o TelegraphCO), &, and the number it returms, 2. The difference betwoeen
those two results shonld be egual to the vmmber of tnples dropped by the shedder e gy — |op—2z|.
TelegraphCOQ)'s relalive throughpul is denoted BT, which means that BT, — ulf'l"”*.

For investigating £7.,. we have chosen to nse o query that i egqual to Q1.0 By nsing sueh a
query, we can investigate the correctness of the load shedding, since all tuples are selected:

SELECT <X>
FROM streams.iptcp

Wee vary Lhe mnber of alleibules, Lo see i ks gives dilferent resulls, Tlins, o (his guery, <X can
be either “+", “sourceip, destip, sourceport, destport”. or “destip”. We can also observe
how many aples TelegraphC Q) drops while the gqneries mn. We exeente the gqueries over streaims
wilh duration ol 60 seconds and vary the network Toad,

Following are the results from these experiments. For S TREAM, we investigate the resalt files
[eoan €1, where we observe a small deviation rowm the expecled resulis, We observe thal z < o,
fyaf's log files reveal that ARP [18] packets compose o small part of the tratfie. £yaf only sends
TCP /TP headers 1o the DSMS and Gliers ol other packeis, like ARPE. Sinee we use these slabislics
to evaluate the results from our experiments, we need to investigate the margin of error composed
by the ARP packets. We ealenlate the margin of error by comnparing the nmber of ARP packets to
Lhe tolal number of packels capluced by fyaf. We observe thal the margin ol ercor is negligible, as
it is always less than (L0265 9% Comscquently, we consider this margin of error as insignificant. "Uhns,
we conchude that the experiiment selup ean be used Lo measure The munber of dropped packeis.

Aftor rimning the TelographCQ queries, wo obsorve that the relative thronghpnt decreases as
Lhe network load ineresses above 5 Mbils /s, and we observe - as expectad - that 1he Lask projecling
“#” has a lower relative thronghput than the other two. At 20 Mhbits/s wo ohsorve that the relative
thromghpat is down to 001 for all three queries. Up fo 20 Mbits/s, we soe that ?‘T_*I — a0,
Ou higher network loads, the experiment selup stacls Lo deop a signilicant amounl of Luples,
Comsermentially, we have a maximum of 20 Mbits/s to ron the TelegraphCOQ) queries on. '1'he
remsining N1 of dropped laples [rom the experiment selup are interesling and will be subject
for future work,

Following, we discuss Lhe correcbuess of TelegraphCO) s load shedding lonetiooality, We set BT, ,
to be the relative throughpur that is expected from Telegraph COQ) based on the data we obtain from
the experiment setup, e, K., — ﬁ For correct resnlts, we have that BV — HT . 'The resalts
[roun running (21 shows that TelegraphC0) seems o report a higher relative throughpol than what
secms to be correer, which means that A7 = B In Figore 20 we show the relative orror by
calenlaling %ﬂ: What 15 nleresting, is that the relative error does ool decrease as (e petwork
load nereases. Instesd, we have o miniinm at W Mbits /s before all three gquery resnles seemn to
couverpge Lo 1 AL Lhe current Lime, we can nol explain this belavior, as all known sourees of errors
in o cxperiment setup have been investigated. To investigate this cven further is fopic of ongoing
work, This, we see ihal TelepraphCO) seeis Lo report g wors oplimisiic load sheddiog than whal
ig true when it comes to tuple dropping. Based on these results, we conclude that the experiment
setnp ean be nsed for reporting dropped packets for DSMSs that do not have this functiomality
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implemonted. Sinee this is possible, we nse this exporiment. setup to investizate the corroctness of
Lhe reported load shedding, and we asswne thal TelegraphCQ does wob report a correcl munber,

4.1 Task 1

For Task 1. we contivme investigating TelegraphCO) s scenracy in the gnery resalts, For lask 2,
we show Lhe dillerence between STREAM and TelegraphCO). as well as discussing the behavior of
TelegraphC0) in a one honr ran., For Task | oand Thaslk 2, each rim lasts for 15 minmtes, and the
upper liwil for the nelwork s 10 bbits/s

Based oo the [odings [rom the prior experiments, we wish lo coolinue investigaling Tele-
graphC s aceuracy. Instead of using A .., as we did above, we now use the real network load for
correcting. We have verified that '1'('s network load is correct.
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Fig. 3. Relative throughput as reportod and corvecteod.

As Task 1 aima to measure the number of packets and network load, it ig casy to estimate the
correciuess of Lhe resulls, Figure 3 shows the correct nelwork load as the eross dashed diagonal
line. The relative throughput is decreasiog just alter 2 Mbits/s and is reduced considerably when
the network load 35 1 Mbits S50 We nse the information from the guery to correct the ontpat by
adding Lhe shedded tuples and muliiply with the average packet size. We see Whal aller 5 Mbits/s,
the corrected results start to deviate from the actual network load. At 10 Mbits/s. the correctness
is 45,1 %0, This is expecied and coincide with what we observed in (he prior experiinent. Since Lhe
maximum network load is 10 Mbits/s, we do not know how accurate these results are at higher
speeds. bt we shonld observe that the deviation is reduced as the network load mereases.
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4.2 Task 2

For 'Task 2. wae start by comparing the relative thronghpat from the two DSMSs. BT, 38 compted
by caleulating the shedded tuples rom TelepraphCO), while BT spgpaar 5 computed by counling
the Tmmbor of droppoed packets from the NIC. Sinee ome packet is cqual to one taple, aned that woe
Liave shown Lhal iU 35 possible Lo e onr experiment setup for this purpose, 10 s inleresting Lo look
at the differences between the two systems, Figure 4 shows the relative throughput for the two

h'_‘r'Hl-lI'!'IT'Iﬁ.
1 H"‘-\-\, T T--. . T T T T T T
i | e ) RTstream —-—- 4
H-H"'\-\. SR
0.6 T T
v e
04 F "--_______ R P -
02k _______———___.‘_—
0 1 L i I I L 4 1
1 2 3 4 5 [i] 7 2 2] 10

Metwork load (Mbils's)

Fig. 4. A comparison between TelegraphOO) and STHREAM.

We see that STHEAM manages to compute more tuples than TelegraphOO) does. bat that
both systems have a significantly lower relative throughput when the petwork load increases to
10 Mbits/s. Inoonr experiments, STREAM did not have any correct, mims at 10 Mbits /s, thus, the
relative Lhroughpul is set Lo 00 Ag alternalive way of comparing belbween the lwo sysbems, 18 Lo
turn off TelegraphC()'s load shodding, something that is possible, but we have chosen not to do
this in onr experiments.

Becanse of space lmitation, we do not disenss the comparizon between the two systems any
deeper, Insiead, we [oeus ou looking al the relative throughpul and resulls rom TelepraphOCo)'s in
Task 2.

Che intoresting issue with investigating streams of data. is to see how the svstems hehave over
a time interval. In Fignre 5, we observe 'NelegraphC0) s average relative thronghpot over 5 Mbits /s
runs that lasted for one bhowr. The upper graph shows the plot of the relative throughpat, while the
lower graph shows a plot of the number of packets that are destined for the open port at machine
0. We see that the onlpol does nob starcl aulil aller the window is [lled. Whal is inleresiing Lo see
iz that the relative throughput drops sipnificantly atter the fivst five minutes. This also implicate
thet TelegraphCO) waits until the fivst window iz filled np before starting the aggregations and
autputs, Note that live minutes of TCOT/IP headers is much data to compute, We also see thal the
relative thronghpot is only approximately (08 to begin with, meaning that TelegraphO0) alveady
is under overload before starting the caleulalions.

A cousequence of 1he sudden drop sl Gve winnles s thal (he resull sbarls lo decrease drea-
matically, For example, after approdimately ten minutes of Iow relative throwghput, the number of
result tnples resches wero. But after one honr, we see that the two processes cooperate well, and the
plod shiows & behavior that looks like a harmonie reduction. Ooe possible solulion is thal we observe
that siner the BE has fow tuples to process, the WOH is allowed to drop fewer tuples, something
which resulls in more buples Lo process, aud (hos, lower relative (hroughpol. This motual Gelid for
resources converges to a linal relative throughput. As loture work, we will look at the possibilities
of oven lomger rims, to see 3 this cgnilibrinm is stable.
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Fig, 5. 'Uhe relative Chroaghpol and aombwer of packels Trome aguery lasting Tor an hour,

5 Conclusions

In this paper, we perform a praciical evaluation of load shedding in DSMSs for nelwork monilor-
ing. We argue that 1)5M5Ss can be used for this application by reforring to related work, as well
as stating a set of network monitoring tasks and snggesting gqueries that solve these tasks. We
alzo investigate and outline a solution [or a more complex task, which aims [or identilving TCT
commection establishments,

TFor the practical evalualion, we suggest a simple experiment selup that can be used Lo add
tuple dropping in DDSMSs that do not support load shedding, as well as evaluating the tuple
dropping acenracy in DEMSs that support. this fmetionality, We also snggest oo metric; relative
Howghpat, which indicates the relation between the number of bits a node receives and number of
bits the node 35 able to compnte. By mnming simple projection fasks on two DSMSs - STHEAM
aud TelepraphCo) - we verily Lhat Lhe experiment selup works as inlended. We also obsecve thal
TelegraphCQ) scems to report higher relative throughput than what is actually reached. Then,
we evitliate the two first networlk monitoring tasks, and show TelegraphCO s correctniess and a
comparison between STREAM and TelegraphCOY s relative throughput, Tinally, we discuss the
results from an one-hour mn of TeleoraphCO).

Chare conclusion is that load shedding is a very ioportant lonetionality o DSMSs, as the network
load often is higher than what the svstem manages to handle. We also conclude that network
momnitoring is an important application for DSMSs and that onr experiment. setap s nsefal for
evaluating the DSAMSs in network monitoring tasks. We argue for this by showing some results
from our cxperiments. We see that onr simple experiment setup can be nsed to investigate the
correctuess of Luple droppiog in DSMSs,

Since network monitoring is a promising application for DSMSs, our future work is to investigate
ihe expressiveness of (he Dorealis siream processing engine as a pelwork moniloring lool, as well
as evaluating its performance in owr experiment setup, We will also extend our experiment setup
to evalnate the correctness of load shedding technigues snch as sampling and wanelets.
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Overview

* TelegraphCQ as a network monitoring tool
* Investigate load shedding in TelegraphCQ

— “Black box"-testing
— Two tasks

» Design

¢ Results
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Motivation: Passive network
monitoring with DSMSs

» Capture data packets from the network
— No insertion of own packets, just listen!
— Obtain information from the captured data

» Send packets as tuples to the DSMS

— A data packet can be viewed as a tuple
— The packet’s header fields can be viewed as attributes

C= === ] I T TTTISITE S T TET I TR

* Real-time
— Intrusion detection
— Traffic engineering
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Motivation: Passive network
monitoring and load shedding

* Reduces number of packets to be processed

* Network characteristics
1. A considerable amount of traffic data
B Ghit/s backbones used by ISPs
2. Peak periods
B Low activity at night
3. Non-interesting data

e Several techniques
—  Simplest: Packet dropping
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Experiment setup

» How does the tuple dropping start?
— Stress the DSMS
» Generate TCP/IP traffic between two machines
— Linux SUSE 9.2 (vanilla installation)
— Two 3 GHz Intel Pentium 4 processors
— 1 GB of memory

Traffic
generator
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Experiment setup: definitions

1. Network load is specified by the number of
observed bits per second on a link.

2. The relative throughput of node N, denoted RT,, is
the relation between the network load node N

receives and the network load it manages to
handle.

100 50 RT,=0.5
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TCQ load shedder correctness:
SELECT X FROM streams.iptcp
1 ’ : . . _

RTes/RTtcq
(=]
(0]
(&)}

o
©

o
]
o

sourceip, destip, sourceport, destport =———
destip

5 10 15 20 25
Network load (Mbits/s)

o
-
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Average Load of Packets and Network
Load

SELECT
COUNT(*)/60, AVG(s.-totalLength)*8

FROM
streams.iptcp s [RANGE BY ”1 minute’
SLIDE BY ”1 second’]
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Average # of Packets and Network
Load
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Reported network load (Mbits/s)
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Network load (Mbits/s)

Relative throughpul == Cornrected off-line Aciual network load == |
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Conclusion and future work

TelegraphCQ uses a simple and declarative query language

e TelegraphCQ only manages low network loads
— Starts dropping tuples at 5 Mbits/s

» TelegraphCQ seems to report higher relative throughput than
what is actually reached

e Currently, we run tasks on the Borealis stream processing
engine

* We will extend the packet-to-tuple translator with more
sophisticated load shedding techniques

¢ Questions?




