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Abstract

Mining streams is a challenging problem, because the data can only be
looked at once, and only small summaries of the data can be stored. We
present a new frequency measure for items in streams that does not rely on
a fixed window length or a time-decaying factor Based on the properties
of the measure, an algorithm to compute it is shown Experimental eval-
uation supports the claim that the new measure can be computed from a
sunmumary with very small memory requirements, that can be maintained
and updated efficiently In this extended abstract, the main points of the
presentation are discussed

1 Motivation

Mining frequent items over streams ieceived recently a lot of attention It
presents interesting new challenges over tiaditional mining in static databases
It is assumed that the stieam can only be scanned once, and hence if an item
is passed, it can not be revisited, unless it is stored in main memory. Storing
large parts of the stream, however, is not possible because the amount of data
passing by is typically huge

Different models have already been proposed in literature. The main charac-
teristic is: how must the hequenc%r of an item be measured? There are different
types of models. (1} the sliding window model, {2) the time-fading model, or (3)
the landmark model In the sliding window model [1, 3, 6, 8, 10], only the most
recent events are used to determine the frequency of an item. In order to avoid
having to count the supports on this window all over again in every time point,
the algorithm in fact updates the frequency of the items based on the deletion
of some transactions and the insertion of other In the time-fading model, the
past is still considered important, but not as important as the present. This
is modelled by gradually fading away the past [9] That is, there is, eg.,, a

*The presentation is based on material presented in the ECML/PKDD'06 workshop Inter-
national Workshop on Knowledge Discovery from Data Streams (IWKDDS) [2]
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fixed. from the landmark designating the start of the system up till the correne
bime [T, B 110 The analysis of the stream is performed for only the part of the
stream between the landmark and the current time instance.

Obwviomsly, the landmark model is not very well snited to find current trends.
The sliding window and Lhe time-decaying models are wore snitable: the sliding
window moethod focusses solely on the present, while the time-decaying modaol
still fakes the past into aceonnd, although the effect Gudes away, For both the
sliding window and the lading window approach. it is hard to determine the right
parameter settings. Fapecially for the sliding window method, if the window
lenglly is sel too high, wleresting phenomens wighl gel smootled oonl, Tor
cxample, suppose that the cccurrcnee of an item o 15 evelic: every month. in the
beginming of the month, the freqnency of a ineresses. 1 the length of the sliding
wittdow, however, is sel Lo 1 mooth, Uthis phenomenon will never be caplured. Tn
many applications it is not possible to fix o window longth or o deeay factor £hat
is sl appropriale lor every ilem al every Lmepoinl in an evolving sireso,

2 Maximal Frequency Measure

Therelore, we propose a pew [equency measure, We assume 1hal oo every
timestamp, & new itemscet arrives in the stream. We denote a stream as a
secprenee of itemsets; ooz, (ob be abe) denotes the stream where at timestamp
1, Lthe ilemsel ab arcives, al lioestamp 2, be, awd al thmestamp 3, abe, The
mazivial freguency measure for an itemset [ in o stream S of length £, denotod
wfreglo. S, 18 defined a5 the masimmm of the requency of the ttemset over the
time intervals [s, 8], with s any timepoiot before f.
Example We focus on target item a.
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3 Algorithm

For this freqmency measnre, we present an neremental algorithm that maintains
a swall sumumary of relevanl inlormation ol the history of the stream thal allows
to produce the current fregquency of a spocific item in the stroam immediately
ab any tme. That is, when a new lemset arrives, Lhe snmnary is updated, aond
when at a certain point in time, the current frequency of an item is reqguired,
the resnlt eam be obtained instantly from the sommary. The strmcture of the
smnary s based on somwe eritieal observalions abowl the windows with the
maximal frequency. In short, many points in the stream can never hecomae the
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starting point of a maximal window, no matter what the continuation of the
stream will be,

Example In the following stream, the only positions that can ever become
the starting point of a maximal interval for the singleton itemset a are indicatod
by verlical bars,

floaabbbabbhababababbbblaabahbhb|a)

The swmmary will thus copsist ol sowe statislics aboul Lhe lew points o
the stream that arve still candidate starting points of 2 maximal window. These
importanl poinls in the slream will be called the borders. More details can be

found in [2].

4 Experimental Evaluation

Critical [or the uselulness of the technigue are the memory requirements of the
sammry thit needs to be maintained inomemory. We show experimentally
Lhat, even thoupl i worsl case the sumunacy depends o Lhe leagil of the
stream. for realistic data distributions its size iz oxtromely small. Obviously, this
property is highly desirable as it allows for an eflicient and effective compmtation
of our new measure, Also note that our approach allows exact nformation as
compared to many approsimations considered in other works. In Fignre | for
soe disiribiiions, the waximal muouber of borders o syothetically generaied
random streams have been given. The number of borders corresponds linearly
tor the memory regquirements of the algorithn.

5 Summary

In the presentation, anew sapport measare for itemsets in streams i= introdneed
and molivated, Aw algorith lo mwaintaio a small sumenary based on whiclh the
support. can Immediately be prodoced 3s presemted. Experimental ovadoation
shows Lhal 1he memory requireinents of (his sumnary are very low,
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Motivation

o Model:
Every timestamp an itemset arrives

o Goal:
Find sets of items that frequently
occur together

Take into account history,
Yet, recognize sudden bursts quickly

® Motivation

o Most definitions of frequency rely
heavily on the correct parameter

settings
Sliding window length
Decay factor

o Correct parameter setting is hard

Can be different for different items
(not to mention sets!)
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Max-Frequency

Therefore, a new frequency measure:

mfreq(l, S) :=kr_r36|1§(freq(l, last(k, S)))

Frequency is measured in the window
where it is maximal.

ltemset gets the benefit of the doubt ...

Example

mfreq( a, ac abc ab ac ab bc)

ac bc ab ac ab|bc 0

ac bc ab ac ab bc 1/2

ac bc ablac ab bc 2/3

ac bcl ab ac ab bc 3/4
ag bc ab ac ab bc 3/5

ac bc ab ac ab bc 4/6




° Properties of Max-Freq

+ Detects sudden bursts
+ Takes into account the past

- When target itemset arrives: sudden
jump to a frequency of 1

+ Solution: minimal window length
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Algorithm

1. How to do it for one itemset?
2. How to do it for a frequent itemset?
3. How to do it for all frequent itemsets?

Maintain a summary of the stream that
allows to find the frequencies immediately.




° Properties (one itemset)

Checking all possible windows to find the
maximal one: infeasible

BUT

special borders

aaabbbabbababababbbblaababbla‘
| i I~

timestamp 1 21 | 27
# targets 8 3 1

® ‘ How to find a border?

o Target set a
o Is the marked position a border?

b ac bcl c bc abc b




® ‘ How to find a border?

o Target set a
o Is the marked position a border?

b ac bcl c bc| abc b
2/3 1/3

® ‘ How to find a border?

o Target set a
o Is the marked position a border?

b ac bcl c bc| abc b
2/3 1/3

NO




. ‘ How to find a border?

o Target set a

o Is the marked position a border?
b ac bcl ( ILlabc ab
2/3 1/3 1

. ‘ How to find a border?

o Target set a
o Is the marked positi

b ac bcl £n
2/3 1/3

even bigger




° How to find the borders?

o This is true in general:

v

a; a
ly >
p
a,/l; > a,/l, p < never

Very powerful pruning criterion!

° ‘ The summary

o Summary only keeps counts for the
borders.

=
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| b 2ac bc ac bclabc b

N
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° ‘ The summary

o Summary only keeps counts for the
borders.

| b ac bc ac bclabc b

1
3

(@]

N

o Frequencies always increasing
Thus: max-frequency in last cell

o Block with largest frequency before
border p, = always block from p, ,

° ‘ Updating the Summary

o When a new itemset arrives, the summary is
updated.

borders need to be checked again

|b c bc ac bclabc b|T
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° ‘ Updating the Summary

o When a new itemset arrives, the summary is
updated.

borders need to be checked again

|b c bc ac bclabc b|T

no new « before » - blocks
only one new « after » - block
maximal block before: always previous border

° ‘ Updating the Summary

o When a new itemset arrives, the summary is
updated.

borders need to be checked again

| b °c bc ac bc‘l bc a b T

no new « before » - blocks
only one new « after » - block
maximal block before: always previous border
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° Updating the Summary

o The new position is a border if and
only if it contains the target itemset.

1 6| 9
|b c bc cbclbc blb 3 >
|bcbccbcbc b b i
° Summary: the Summary

o Only keep entries for borders
o Get Max-frequency = access last cell only
o Update summary:

if target: add new entry

if non-target: check borders
only one check required: still in ascending order?
most recent border always drops first
no need to check at every timestamp




Mining Frequent Itemsets

o Only interested in itemsets that are
frequent.

o We can throw away any border with a
frequency lower than the minimal
frequency.

(@)
©

b ac bc ac bcl bc bl b

minfeq = 2/3

Mining All Frequent Itemsets

o We only need to maintain the summaries for
the frequent itemsets

o Can still be a lot, though ...
every subset of the most recent transaction

minimal window length reduces this problem

o FUTURE WORK: reduce this number; rely,
e.g., on approximate counts

14



Outline

o Motivation
o Max-Frequency
o Algorithm
for one itemset
mining all Frequent Itemsets
o Experiments
o Conclusion

Experiments

o Size of the summaries
number of borders for random data

average, maximal number of borders
in real-life data

o Theoretical worst case

) WQ T, 2/3 3
2 T2
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Twin Peaks distribution

Experiments

Uniform Distribution
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Outline

o Motivation
o Max-Frequency
o Algorithm
for one itemset
mining all Frequent Itemsets
o Experiments
o Conclusion

Conclusions

o New frequency measure

o Summary for one itemset
small
easy to maintain
only few updates

o Mining all frequent itemsets

only need summary for frequent

itemsets
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