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Abstract. In the enterprise context, people need to exploit and mainly visual-
ize different types of interactions between heterogeneous objects. Graph model
seems to be the most appropriate way to represent those interactions. However,
the extracted graphs have in general a huge size which makes it difficult to ana-
lyze and visualize. An aggregation step is needed to have more understandable
graphs in order to allow users discovering underlying information and hidden
relationships between entities. In this work, we propose new measures to evalu-
ate the quality of summaries based on an existing algorithm named k-SNAP that
produces a summarized graph according to user-selected node attributes and re-
lationships.

1 Introduction

Data manipulated in an enterprise context are structured data as well as unstructured con-
tent such as e-mails, documents, etc. Graphs are a natural way of representing and modeling
such data in a unified manner (structured semi-structured and unstructured ones). The main ad-
vantage of such structure resides in its dynamic aspect and its capability to represent relations,
even multiple ones, between objects. People need to visualize different types of interactions
between heterogeneous objects (e.g. product and site, customers and products, people inter-
action like social networks, etc.). In order to analyze these interactions and facilitate their
visualization, it is relevant to modulate such interaction by using a graph structure.

However, graphs extracted are often large, with thousands or even millions of nodes and
edges. As a result, it is almost impossible to understand the information encoded in these
graphs by mere visual inspection. In order, to facilitate the visualization and data interpreta-
tion, it seems interesting to perform an operation of summarization. The objective of graph
summarization is to produce small and understandable summaries and can highlight commu-
nities in the network, which greatly facilitates the interpretation. Today, summarization has
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attracted a lot of interest in the database community therefore, it should use not only the re-
lations between nodes but also the characteristics of each one, and very few algorithms are
adapted to such complex graphs. In this context, we propose a general tool for graphs sum-
marization which takes into account the heterogeneity of our data. This tool is based on an
existing technique called k-SNAP (Tian et al. (2008)) that integrates an interactive querying
scheme by allowing users to customize the summaries based on user-selected node attributes
and relationships.

The remainder of this paper is organized as follows: After a brief review of the existing
graph aggregation methods in section 2, we focus our critique on k-SNAP method to identify
the missing components that limit the use of this technique in practice. Section 4 describes
the global architecture of our summarization tool. The formalism of the new proposed mea-
sures that evaluate the quality of summaries is presented in Section 5. Experimental results are
interpreted in Section 6, and Section 7 contains our concluding remarks.

2 Graph Aggregation Algorithms
When graphs of extracted social networks are large, effective graph aggregation and vi-

sualization methods are helpful for the user to understand the underlying information and
structure. Graph Aggregation Algorithms produce small and understandable summaries and
can highlight communities in the network, which greatly facilitates its interpretation.

The automatic detection of communities in a social network can provide this kind of graph
aggregation. The community detection is a clustering task, where a community is a cluster of
nodes in a graph (Girvan and Newman (2002), Newman and Girvan (2004)), such as the nodes
of the cluster must be more connected with inside nodes, than with nodes outside of the cluster
(see found Schaeffer (2007) and Santo (2010) for extended reviews).

The first class of clustering algorithms are the partitional algorithms, which try to find
a partition of a set of data, with a given number of clusters, using jointly, most of the time,
similarity or a dissimilarity measures and a quality criterion of the obtained partition. The
most popular partitional algorithm (with several variants), the k-means clustering (MacQueen
(1967)), tries to find a partition of the set of objects which minimizes the sum-of-square cri-
terion which adds the dissimilarities from each object to the center of its own cluster. Several
(di)similarity measures can be defined in the social network context, like those based on the
Jaccard index, which measures similarity between the sets of neighbors of the two nodes, but
other measures can be defined (Schaeffer (2007) and Santo (2010)).

Hierarchical clustering algorithms try to organize data into a hierarchical structure, and
are divided into agglomerative and divisive algorithms, depending on whether the partition
is coarsened, or refined, at each iteration. The basic idea beyond agglomerative algorithms
is simple: at the starting point, the objects to cluster are their own classes, and then at each
stage we merge the two most similar clusters. Of course a dissimilarity measure between two
clusters is mandatory, and for a given dissimilarity measure d between objects, several cluster-
dissimilarities exist. The result of the clustering process is a dendrogram, which can be cut to
give one single partition. Divisive clustering algorithms, split the dataset iteratively or recur-
sively into smaller and smaller clusters, with respect to a quality criterion. The most popular
method for divisive hierarchical clustering of social networks uses the notion of edge between-
ness (Freeman (1977)), because finding the connecting edges between communities is also
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finding these communities. The algorithm given in Girvan and Newman (2002) splits the net-
work into clusters by removing, step by step, the edge with the higher betweenness value. The
use of a stopping criterion which measures the improvement at each step should permit to
stop when no improvement is gained with an iteration. In most cases the modularity defined
by Newman (2004) is used. SuperGraph (Rodrigues et al. (2006)) employs hierarchical graph
partitioning to visualize large graphs.

Specially designed for graphs, spectral algorithms (Von Luxburg (2006)) are based on the
notion of connected components. These algorithms work with a Laplacian matrix based on the
adjacency (or weight) matrix (Shi and Malik (2000), Ng et al. (2001)). If the graph of the social
network contains k completely disjoints communities (i.e. without any link between them),
called connected components, then the k eigenvectors which their eigenvalue are equal 0 are
the indicator vectors of the k connected components. If the clusters of the social network do not
contain “clean” connected components (i.e. if there are links between existing communities),
then a simple clustering on the k eigenvectors associated to the k least eigenvalues, can retrieve
the k communities.

Some other algorithms use statistical methods to study graph characteristics, such as degree
distributions (Newman (2003)), hop-plots (Chakrabarti et al. (2007)) and clustering coefficients
(Watts and Strogatz (1998)). The results are often useful but difficult to control and especially
to exploit. Methods for mining frequent graph patterns (Yan and Han (2002)) are also used to
understand the characteristics of large graphs. Washio and Motoda (Newman (2003)) provide
an elegant review on this topic.

However, all the previous algorithms use only on links between nodes of the graph, and
do not take into account the internal values contained in each node, while classical clustering
algorithms applied on tables of values, work only on these values ignoring completely the
possible links between individuals. An algorithm which can take into account both kinds of
information would be very valuable. Designed for graphical graph aggregation the k-SNAP
algorithm Tian et al. (2008), in its divisive version, begins with a grouping based on attributes
of the nodes, and then tries to divide the existing groups according to their neighbors groups,
to minimize a loss information measure and find the summary of size k with the best quality.
We discuss k-SNAP algorithm in the next section.

3 Discussions
Most existing work such as algorithms already mentioned, are rather methods of structural

partitioning that completely ignore the attributes associated with nodes and also the multi-
relation aspect of social network, which makes interpretation very difficult. The summarization
operation should use not only structural information related to graph organization but it should
also take into consideration semantic information including among other nodes description in
form of attributes (for instance, student node may be characterized by the attributes: sex, de-
partment, class . . .) and interaction types between them (different kind of relationship). These
additional knowledge may guide the process of network aggregation and can also provide more
relevant analysis according to different perspectives and point of view.

Although k-SNAP summarization method provides useful features that can help users to
extract and to understand the underlying information encoded in large graphs, two key compo-
nents are missing and this limits the practical application of this technique in many cases.
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First, the k-SNAP approach only deals with categorical node attributes. But in the real
world especially in a business context, many node attributes are numerical, such as the age of
the employees or the number of e-mails exchanged between users in an enterprise network.
Simply running the graph summarization method on the numerical attributes will result in
summaries with large sizes (at least as large as the number of distinct numerical values). On the
other hand, k-SNAP is not practical with the presence of a large number of attributes mainly
with multiple modalities. In this case, it produces scattered and non informative summaries
formed by a large number of groups with small size (at least as large as the cardinal of Cartesian
product of all modalities).

The second missing component that affects the usability of k-SNAP, is the restriction of
aggregation on homogeneous graphs where nodes should be characterized by the same de-
scription i.e, the graph is composed by a one type of object so, we dispose a single set of
attributes defined for all nodes.

Nevertheless, new requirements related to the enterprise context appear ; actually, people
need to analyze different types of interactions between heterogeneous objects to exploit them
for commercial purposes: sending product recommendations to a targeted customer and guide
preferences. Also for organizational purposes: learn about the roles of individuals (eg who hold
the information, who is the responsible, who is the expert) and their interactions (eg, who works
with whom). Thus, the graphs collected are no longer homogeneous but rather heterogeneous
as they are extracted from relational databases Soussi et al. (2010); such graph contains several
kinds of relations and objects. Each object owns a set of characteristics which can be different
from object to another. In this work, we not limit ourselves to homogeneous graphs but we
consider also other kind of graphs among other heterogeneous ones. Our aggregation process
is established in two steps like k-SNAP: the first step is based only on attributes (A-compatible
grouping) and the second step is based on relationships ((A,R)-compatible grouping).

4 Architecture overview
Figure 1 shows the global architecture of our graph aggregation tool along with its key

components. This architecture highlights the multi strategies and scenarios aspects of this sys-
tem according to the input graph. The objective is to summarize any type of graph; heteroge-
neous or homogeneous and even without knowledge. First, we start by importing a graph to
aggregate. A pre-treatment is conducted to detect the nature of this graph. Once identified, the
aggregation operation is launched. We emphasize the notion of interactivity by giving to the
user the possibility to intervene by selecting a scenario of analysis according to her point of
view.

Homogeneous Graph

This is the most common case, wherein the graph represents a social network formed by a
single community of entities (e.g., student community, readers community . . .). These entities
are characterized by the same set of attributes. However, in some cases, retrieved graphs may
be without knowledge (nodes are not attributed) which makes k-SNAP operation as it is, pow-
erless to analyze these kind of graphs. Therefore, a phase of clustering seems to be necessary
to generate an initial partition. The obtained partition is considered similar to that one obtained
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FIG. 1 – Global architecture.

from the A-compatible grouping step and it will be used later as an input for the aggregation
step. In this first step, the user can choose one method of clustering among two: dynamic hard
clustering (De Carvalho et al. (2012)) or initPartition (a priori partition). Dynamic hard clus-
tering is a clustering algorithm appropriate to graphs issued from multiple relationships. It is
able to partition nodes by taking into account their relational description given by multiple dis-
similarity matrices. Concerning initPartition, it is also a clustering algorithm applied to classic
graphs which nodes are not described by a set of attributes. Once the partition is generated, we
execute the second step of the algorithm ensured by the function of (A,R)-compatible group-
ing in which user can also choose an evaluation measure among two. On the other side, if nodes
are described by a set of attributes, two cases arise : (1) All attributes are categorical: this is
the standard case of data sets, one joins the conventional operation of aggregation k-SNAP. (2)
Presence of numerical attribute(s): we perform a discretization of numerical attributes in order
to transform them into categorical attributes with few modalities. For this, we use the Gap Test
algorithm.

Heterogeneous Graph

By Heterogeneous Graphs we mean, a kind of graph which is formed by different types
of entities i.e, they do not represent a single community thus, they are not characterized by
the same list of attributes. Typically, this type of graph describes the interactions between
multiple corporate entities. A relational database can be a rich source for building such as
graph (Soussi et al. (2011)). Knowing that the user chooses the set of attributes from a list,
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if this list is not generic especially since each attribute describes a subset of nodes and not
all, the A-compatible grouping step may not be applicable. A trivial solution is to consider
only the set of common attributes by searching the common denominator of all node types.
Another possibility is to make conceptual classification using a formal concept analysis. Once
the Galois lattice is built, the idea is to select a level wherein there is no redundancy between
concepts in term of attributes. The graph partition will be made by putting the set of individuals
related to each concept in a separate group.

Regardless of the type of the input graph, homogeneous, heterogeneous or even without
knowledge, all these scenarios converge to (A,R)-compatible grouping which is the last step in
the aggregation process. Given that (A,R)-compatible grouping function is based on relations
between nodes like k-SNAP, the user can choose according to her point of view one evaluation
measure among two as shown in Figure (Fig 1). The first measure is a measure of homogeneity,
and the second is a measure of heterogeneity. Both are different from the measure proposed by
k-SNAP method. In the next section, we formally describe the principle of these measures and
present our algorithm.

5 Quality measures proposed
Prior to presenting our quality measures, let us look at how the evaluation measure k-SNAP

is formulated. Recall that this measure denoted4 is based on the notion of participation ratio
of each pair of group (Ci, Cj) according to a relationship of type Rt (Tian et al. (2008)). The
aggregation operation chooses at each step, the group that makes the most contribution to the
4 value with one of its neighbor groups according to the relationship Rt to be cutted into only
two subgroups until the size of the grouping is equal to k. The evaluation measure of k-SNAP
is defined as follows : but first, note that all calculations will be made from the incidence matrix
At = (a

t

i,j)1<i,j<n associated with the relation Ri. We define NRt the participation matrix of
rank |P |(|P | is the cardinal of the partition P ) corresponding to the relation Rt by:

(n
t

i,j)1<i,j<|P | =
|Ci|∑
k=0

(1−
|Cj |∏
l=0

(1− at
kl)) (1)

Then, we defineM the matrix of rank |P |which contains the ratios of participation of different
groups with respect to the relation Rt:

(m
t

i,j)1<i,j<|P | =
nt

ij + nt
ji

|Ci|+ |Cj |
(2)

For a given graph G, a set of attributes A and a set of relations R, the evaluation measure ∆ of
a the partition P is defined as follows:

∆(P ) =
∑

1≤i,j≤|P |

∑
Rt∈R

δt
ij (3)

with

δt
ij =

{
nt

ij if mt
ij ≤ 0.5

|Ci| − nt
ij otherwise

(4)
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This measure is based on determining the difference in participation of each pair of groups
with respect to the relationship Rt ,i.e, ∆-measure counts the minimum number of differences
in participations of group relationships between the given A-compatible grouping and a hypo-
thetical (A,R)- compatible grouping of the same size. According to equation 4 we have two
possible cases:

– If this group, the relationship is weak (mt
i,j ≤ 0.5), then it counts the participation

differences between this weak relationship and a non-relationship (mt
i,j = 0).

– On the other hand, if the group relationship is strong (mt
i,j > 0.5) , it counts the differ-

ences between this strong relationship and a 100% participation-ratio group relationship
(mt

i,j = 1).
WRt

= (δt
ij

)1≤i,j≤|P | from equation 4, that evaluates the part of the ∆ value contributed by a
group Ci with one of its neighbors Cj in a group relationship Rt.
Given k the desired number of groups, the k-SNAP operation produces an (A,R)-compatible
grouping with the minimum ∆ value, starting from a A-compatible grouping and ∆ initial-
ized to zero, the procedure is to look for each iteration the group to split. For this, we in-
troduce an heuristic that chooses the group making the biggest contribution to ∆ with one
of its neighbor groups. More formally, for each group Ci, we denote CT (Ci) as follows:
CT (Ci) = max

{
δt
ij

}
.

Then, at each iterative step, we always choose the group with the maximum CT value to split,
based on whether nodes in this group Ci which have relationships with nodes in its neighbor
group Ce, where: Ce = arg maxCj{δt

ij} and then split it into two sub-groups according to the
following strategy: one of these groups contains all nodes participating in the relationship with
the group Ce and the other contains the rest, i.e. the nodes that have no relation with the group
Ce.

In this section, we propose two new evaluation measures based on the principle of common
neighbors. Two nodes are assigned to a cluster according to how they share neighbors. This
makes sense when you consider social communities. People who share many friends create a
community, and the more friends they have in common, the more intimate is the community.
Thus, our objective is to establish an evaluation measure which is more refined comparing to
that of k-SNAP. In other words, we no longer based on the notion of neighbors groups but
rather on the notion of common neighbors. We also propose another mechanism for cutting
based on the notion of the Central Node of a group. Similar to the k-SNAP algorithm, we
also start from the A-compatible grouping based only on attributes, and then iteratively split
existing groups until the number of groups reaches k. At each iterative step, we have to make
the following decisions: (1) which group to split and (2) how to split it. The first measure is a
measure of homogeneity (similarity) while the second is a measure of separability (distance).
First, we present some useful concepts and definitions for the formalization of these measures.

5.1 Concepts and definitions
In a graph, objects are represented by nodes, and relationships between objects are mod-

eled as edges. In this paper, we support a general graph model, where objects (nodes) have
associated attributes not necessarily identical and different types of relationships (edges).

Graph model
Formally, from a set of nodes V and a set of relationships typesR = {R1, R2, ..., Rr} defined
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on V we denote a graph G as (V,E) where E = {E1, E2, ..., Er} is the set of edges such that
(u, v) ∈ Et, if, uRtv. Each element v of V is characterized by a set of |p| attributes, which
is denoted as Λ(v) = {a1, a2, ..., ap}. These attributes are used to describe the features of the
objects that the nodes represent.
Partition Structure
P = {C1, C2, ..., Ck} is a partition of V , into disjoint and exhaustive groups that satisfies the
following conditions:

– NonEmpty: ∀i ∈ [[1, k]], Ci 6= ∅
– Disjoint: ∀(i, j) ∈ [[1, k]]2, i 6= j ⇒ Ci ∩ Cj 6= ∅
– Structure Covering: ∪k

i=1Ci = V
In other words, in P , each node belongs to exactly one group, and some nodes may be alone
in their groups.
Node structure
Let v ∈ V , Rt ∈ R, the structure of a node v is defined by its neighborhood, denoted by:
NRt(v) = {w ∈ V | (v, w) ∈ Et} ∪ {v}.

At each iteration, the algorithm consists in choosing the group that minimizes (respectively
maximizes) the evaluation criterion to be divided into two groups. The mechanism of division
is based on the notion of the Central Node of a group. Before characterizing the structure of a
Central Node, we introduce a function denoted Φp to control the index assignment of a member
to a group. This assignment function is defined as follow:
Definition : Assignment function
Let v ∈ V , the assignment function Φp that assigns a node v to a group Ci of a partition P is
a function that associates an index i = 1, ..., |P | for each node indicating the group to which it
belongs.

We also introduce other definitions.
Definition : Local degree of a node
Let v ∈ V , Rt ∈ R, the local degree of a node v associated with the relationship Rt and the
partition P is defined by :

DegRt,P (v) = |NRt(v) ∩ CΦp(v)|.

In reality, it is the cardinal of links issued from v but only within the class CΦp(v) for the
relationship Rt. From this definition, another one may be inferred, the complementary local
degree which includes the rest of the links issued from v. It will be noted as follows :

DegRt,P (v) = |NRt
(v) ∩ CΦp(v)|.

Definition : Characterization of a Central Node of a group
The Central Node, noted vd, of a group Ci belonging to the partition P and associated with a
relationship Rt is given by :

d = argmaxv∈Ci
DegRt,P (v).

The advantage of introducing the concept of Central Node, is to be able to summarize a group
by a single representing node (prototype), which greatly facilitates thereafter the visualization.
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It should be noted that during the execution of the algorithm [see Algo 1], some situations
require the introduction of another concept for the centrality to avoid redundancy, named "the
centrality of the second order".
Definition : Centrality of second order
A Central Node of second order, noted vs, of a group Ci that belongs to the partition P and
associated with a relationship Rt is defined by :

s = argmaxv∈Ci\{vd}DegRt,P (v).

Definition : Betweenness centrality
The betweenness centrality can be defined as the ability of an actor to pose as intermediary in
the relations between other members. This actor is quite similar to the definition of a hub in a
network or organization. Now, we can describe the formalism of our two evaluation measures
proposed. First, we introduce a measure of homogeneity that evaluates locally every group
and tends to find the least homogeneous to be divided. Then, we present the second measure
which is a measure of heterogeneity. At each iteration, to decide which group to split, these
two measures assess the groups based on the notion of common neighbors. On how to divide
this group, both use the concept of Central Node.

5.2 The measures of homogeneity of the partition P

5.2.1 Measure of homogeneity using the local degree

This measure is a combination of two evaluation criteria. The first assesses the homogeneity
of the group; it is a intra-group criterion while the second criterion, evaluates the interconnec-
tivity of a group with the other groups; it is a inter-group criterion. The overall measure is the
ratio of these two criteria associated with a relationship Rt. We define the intra-group criterion
of Ci as follows :

IAt(Ci) =
1
|Ci|

∑
v∈Ci

DegRt,P (v)

Practically, it is the sum of local degrees of all nodes belonging to the group Ci according to
the relationship Rt and divided by the cardinal of this group. Then we define the inter-group
criterion of the group Ci and the relationship Rt as :

IEt(Ci) =
1

|E ∩ Ci|
∑

v∈E∩Ci

DegRt,P (v)

This criterion examines each group Ci and sum the external links of Rt in the partition P and
divided by the cardinal of all edges associated to this relationship Rt. Finally, our evaluation
measure is defined as the ratio of these two criteria. More formally, we define4 as follows :

4 =
|P |∑
i=1

∑
Rt∈R

δt
i =

|P |∑
i=1

∑
Rt∈R

IAt(Ci)
IEt(Ci)

The aim of this measure is to look at each iteration the group that is not only little connected
but also containing a large number of nodes interacting with outsides to be cut. In other words,
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this measure privileges groups that are dense and have few links with the outside for a given
relationship. Unlike the k-SNAP evaluation, we do not take into account the locality of the
connected node. The essential is that this connexion is an external relationship, regardless of
the group membership.
Formally, we choose the group and the relationship that make the least local contribution to the
value of4 :

(i∗, t∗) = argmin1≤i≤|P |,1≤t≤|R|δ
t
i

Once the group Ci∗ is selected to be cutted , the mechanism of division consists in determining
of a node called Central Node noted vCi∗ . In fact, we have two strategies to determinate this
node, the first one is to look for the node which has the highest value of centrality degree and
the second one, is to search the node with the higher value of betweenness. Then, we cut this
group into two subgroups according to the following strategy : one contains the Central Node
with its neighbors, the other the rest of the group.

5.2.2 Measure of homogeneity using a distance

This measure evaluates locally by a distance the density of each group according to the
relationship and tends to split the group with the minimum density. We use the contingency
table (or association table) defined for each pair (m,n) of nodes for a given relationship Rt as
follows (Tab 1) :

object m
object n a b

c d

TAB. 1 – Contingency Table.

where : a = |NRt
(m) ∩NRt

(n)|, b = |NRt
(m)| − a, c = |NRt

(n)| − a.
We propose to use the Jaccard distance to calculate the measure of evaluation. This measure is
defined as:

4(P ) =
∑

Rt∈R

4t(P ) =
∑

Rt∈R

∑
1≤i≤|P |

δt
i

with
δt
i =

∑
m∈Ci

∑
n∈Ci

dt(m,n)

where dt(m,n) = (b+ c)/(a+ b+ c) is the Jaccard distance according to the relationship Rt.
To better understand the principle of this distance based on the notion of common neighbors,
we presented an example illustrated through the following figure (Fig 2). For the pair (A1, A2),
the value of the parameter a which represents the number of their common neighbors is equal
to 1. Concerning the parameter b which is the number of neighbors of the node A1 deprived of
the common neighbors with the node A2, its value is equal to 3. Symmetrically, the parameter
c is equal to 1.Thus, the Jaccard distance between these two nodes is equal to 4/5. Similarly
for the pair (A1, A2), the parameters a and b for the pair (A1, A3) are respectively equal to the
values 1 and 3. However, c is equal to 0 as the node A1 has one neighbor which is a common
neighbor with A3. Finally, for the last pair (A2, A3), the value of the parameter a is zero since
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FIG. 2 – Example of aggregation using our algorithm.

they have no common neighbors. In this case, and regardless of the values of other parameters
(b and c both equal to 1) the distance between the two nodes equals 1 thus, the distance is
maximum. Using the same procedure, we calculate the remaining distances of the other pairs
of nodes, we then evaluate the current partition in order to determine the group to split. In our
case, the group A is the most heterogeneous because it maximizes the evaluation measure. So
given that the node A1 is the central node of the group, the division is made as shown in (Fig
2), the first subgroup contains the Central Node with its neighbors, the other the rest of the
basic group.
For the same data set, we apply the k-SNAP operation to aggregate the corresponding graph
and also to visually demonstrate the difference between the two techniques. As the evaluation
measure of k-SNAP is based on the notion of neighbor groups, after two iterations we obtain a
graph formed by 5 groups as shown in the following figure (Fig 3).
Indeed, only the group A underwent two successive subdivisions. All nodes belonging to A1

interact only with the group B i.e, each node of the group A1 has a relationship with at least
one node in the group B. About the group A2, these nodes have the same list of neighboring
groups which are B and C. Finally the nodes belonging to the group A3 are isolated nodes,
they have no connections with the outside.
To summarize, starting from a A-compatible grouping, our procedure is to look at each iter-
ation, the relationship and the group to divide that maximizes the evaluation measure : this is
the step of selection until the cardinal of the partition is equal to k. Like the other measure of
homogeneity, the step of division consists in determining of the Central Node of the group to
divide, and splitting this group into two subgroups according to the same strategy. Comparing
to k-SNAP method, this measure assesses the dissimilarity between two nodes in a more fine
way because it is based on the concept of common neighbors regardless of group membership.
The algorithm is summarized below.
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FIG. 3 – Example of aggregation using k-SNAP.

5.3 The algorithm

In this subsection, we describe our algorithm which produces a summary graph through an
operation of aggregation of the input graph’s nodes based on user-selected node attributes and
relationships. The pseudo code of the algorithm is presented in below (Algo 1).
This operation of aggregation tries to find the best grouping for a graph, a set of nodes at-

tributes, and the specified relationship type. Similar to the k-SNAP algorithm, the evaluation
algorithm starts from the maximum A-compatible grouping (STEP 1 in Algo 1) based only
on attributes, and iteratively splits groups in the current grouping, until the grouping is also
compatible with the relationships and its cardinal is equal to k . In the following steps, we de-
velop our approach for deciding which group to split and how to split it at each iterative step.
As defined in Section 4, we specify that our aggregation tool is a tool of multiple strategies
and scenarios; allowing the user to have multiple points of views of the solution. According
to the chosen evaluation measure (separability or homogeneity), our objective is to minimize
(respectively maximize) the ∆ measure. Therefore, the principle is to choose the group Ci∗

and the relationship Rj∗ that make the most (respectively less) contribution to its value (STEP
9 in Algo 1) this is the selection step. Once the class to be cutted is selected, the division step
of the class Ci∗ (STEP 10 in Algo 1) consists in determining of a node called Central Node
noted vCi∗ . In this step, the user can choose also one among two modes of centrality, the first
mode is to determine the node that maximizes the local degree and the second is to detect the
node with the higher value of betweenness. However, if this node has been selected in a pre-
vious iteration, naturally, it is connected to all other nodes belonging to the group to divide.
In this case and to ensure the division of this group, we proceed to find the Central Node of
the second order. It’s the node that has the second highest value of local centrality. Whatever
the method of centrality chosen, the division is performed as follows : the group Ci∗ keep all
nodes v ∈ NRj∗ (v) ∪ {vCi∗ } (STEP 11 in Algo 1) and a new group is generated in STEP 11
which will contains the rest of nodes. In STEP 13 and 14, we update the current partition P
and the value of4 and we check if the number of groups is already equal to k.
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Algorithm 1 Search for groups based on the notion of common neighbors
Input : G a graph; k the number of groups; A ⊆ Λ(G) a set of attributes; R =
{R1, R2, ...., Rr} a set of relationship.
Output : aggregated graph with K groups.
1: P = {C1, C2, ..., Ck} is the A− compatible partition based on attribute values of A.
2: ∆ = 0.
3: WHILE |P | < K
4: FOR t = 0 to r
5: FOR i = 0 to |P |
6: Compute δt

i the evaluation measure of the class Ci for the relationship Rt.
7: ENDFOR
8: ENDFOR
9: Look for (i∗, t∗) = argmax(min)1≤i≤|P |,1≤j≤|R|δ

j
i and select the group Ci∗ to be di-

vided according to the relationship Rt∗ .
10: Look for the central node vCi∗ such that DegRt∗ ,P (vCi∗ ) =
maxv∈Ci∗DegRt∗ ,P (v)(maxv∈Ci∗BetweennesCentrality) or eventually the central
node of the second order.
11: Keep all nodes v ∈ NRt∗ (v) ∪ {vCi∗ } within the group Ci∗ .
12: Put the rest into a new group C|P |+1.
13: update P .
14: update ∆.
15: ENDWHILE.

6 Experimental results
In this section, we interpret the experimental results and we evaluate the effectiveness and

efficiency of our method on two real datasets, namely the Books about US politics and the
political blogs datasets. All algorithms are implemented in Java and the graph data is stored
in a GraphML format (See GML (2011)). First of all, we describe the datasets used in our
empirical evaluation. Then, we try to interpret the results obtained through the k-SNAP and
our algorithms and make a comparison. Finally, to evaluate the efficiency and the effectiveness
of our graph summarization methods, we compare in first the execution times for the two
approaches on the political blogs network (1490 nodes and 19090 edges) and we evaluate the
quality of the results of our tool in the case of an unsupervised classification.

Books about US politics
This network, compiled by V. Krebs (unpublished), represents a recent study about books on
US politics. Links connecting pairs of books that are often purchased by the same customers on
the on-line bookseller Amazon.com. The nodes are described by the values "liberal", "neutral"
or "conservative" related on a single attribute that reflects the political ideology, it indicates if
the books are, respectively, liberal, neutral or conservative. These annotations were assigned
separately by Mark Newman based on reading reviews and descriptions of books published on
Amazon. This network is illustrated by the figure (Fig 4), and the corresponding graph contains
105 nodes and 441 edges.

Political Blogs Network
To obtain a representative view of the community of liberal and conservative blogs during the
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FIG. 4 – Aggregation using our algorithm.

election period, Lada Adamic and Natalie Glance studied the binding modes and discussion
topics of political bloggers (Adamic and Glance. (2005)). Their objective is to measure the de-
gree of interaction between liberal and conservative blogs, and to discover all the differences in
the structure of both communities. Specifically, they analyze the positions of 40 "A-list" blogs
over the period of two months preceding the presidential election. In fact, they have managed
to gather a broad range of political blog URL by uploading lists of several blog directories
on-line, including eTalkingHead, BlogCatalog, CampaignLine and Blogarama. There are 1494
blogs in total described by one attribute, with 759 liberal blogs and 735 conservative blogs and
19090 edges.

Selected scenario
We first recall the principle of our algorithm ; it consists in selecting the group to be cutted
that minimizes (or maximizes) the criterion according to the measure chosen, then look for the
Central Node and divide the group into two subgroups according to the following strategy: one
contains the neighborhood of Central Nodeand the other the rest of the original group. For this
dataset, we have chosen as a selection criterion: the degree of homogeneity, and as a criterion
of division: the degree centrality.

6.1 Interpretation of results
In practice and for ease of visualization, users are more likely to choose small k values to

generate summaries to make a meaningful interpretation. We choose to fix the size of summary
graph to 7.

Our algorithm

Applying our method on the network of books about US politics, the functionA-compatible
grouping generates first a summary formed by three groups in accordance with the modalities
liberal, neutral and conservative of the political tendency attribute. The network is divided
as shown in the figure (Fig 4.a), with the colors of the nodes representing the values of the
attribute. The two groups of books according to left-wing and right-wing points of view are
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respectively colored blue and red. However, the green group is formed by books neutral. After
four iterations (Fig 4.b), the graph is formed by seven groups. The group color azure is formed
by books that are basically neutral but has a conservative aspect. Indeed each of these books
have at least one connection with a book belonging to the red group. Similarly, the green group
is formed by books that are neutral but tinged with a liberal character because each of these
books has at least one connection with a book belonging to the blue group. Finally, the yellow
group consists of the remaining neutral books that belong to initial partition. The dark blue and
dark red nodes are those that, by our calculation, belong most strongly to the two groups and
are thus, perhaps, the "most left-wing" and "most right-wing" of the books under considera-
tion. Those familiar with current US politics will be unsurprised to learn that the most left-wing
book in this sense was the polemical Bushwacked by Molly Ivins and Lou Dubose. Perhaps
more surprising is the most right-wing book: A National Party No More by Zell Miller. These
books are in really the Central Nodes of groups and are represented in the figure by a node of
larger size. The interest of introducing the concept of the Central Node in the process of aggre-
gation is to summarize each class by a single representing node called also prototype, which
greatly facilitates the visualization. Thanks to this new representation established, using the

FIG. 5 – Graph Summarization using central nodes.

Central Node (Fig 5), other interpretations can be deduced: we can identify clearly through the
figure that there are two crossing point or bridges that connect liberal books with conservative
ones. On the other hand, all the books belonging to the yellow group are considered outliers.
Indeed, this group will remain static and will no longer be splitted throughout the aggregation
process since the intra-group density is zero and all nodes are seen as central in this case. We
can say that these books have little or no influence, and may be isolated as noise in the data.
The identification and isolation of bridges and outliers is essential for many applications. As
an example, the identification of hubs in the WWW improves the search for relevant authori-
tative web pages. Furthermore, hubs are believed to play a crucial role in viral marketing and
epidemiology.

k-SNAP algorithm

Now we make use of the k-SNAP operation to produce summaries from the same dataset.
We fix also the value of the size of summary graph to 7. After four iterations, the graph is
formed by seven groups. A visual interpretation of the figure (Fig 6.a) shows the existence of
two particular groups, these are the groups C1 and C2. By the k-SNAP evaluation based on the
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notion of neighboring groups, the books belong to these groups are considered as the "most
right-wing" and "most left-wing" of the books being studied. Indeed, each book belonging to
C1 (respectively C2) connect only to books in its own community (conservative or liberal).
Overall, conservative books show a slightly higher tendency to link with each other than lib-
eral books, which is consistent with the conclusion from the analysis in Adamic and Glance.
(2005). Comparing the summaries for the two communities for k = 7, we can see two major
differences across the two communities : the first difference lies in the group of books neutrals
(green color). In effect, this group remains intact throughout the process of aggregation. We
can say that this group is the more homogeneous one with respect to the evaluation criterion
of k-SNAP, which is based on the list of neighboring groups because the majority of books
show a higher tendency to interact with other books both conservative and liberal thus, the
summary graph has only one crossing point that connect liberal books with conservative ones.
The second difference is that the liberal group underwent three successive divisions : they have
very weak connections to other groups but are strongly connected among themselves. Thus,
in term of k-SNAP’s evaluation, this group maximizes the ∆-measure because the nodes are
interacting with several groups and have not in majority the same list of neighboring groups.
In some way , this summary does not provide a lot of information about customer’s behavior.
The result of k-SNAP algorithm is shown on the graph in Figure (Fig 6).

FIG. 6 – Aggregation using k-SNAP algorithm.

The criterion of k-SNAP is rather a separability criterion, in fact it separates the nodes accord-
ing to the list of neighboring groups. In other words, every node in one group relates to some
node(s) in the neighbor group thus, this criterion neglects the density of the group (intra-group)
and favors the external relations (inter-group). However, our criterion evaluates locally the ho-
mogeneity of each group and tends to divide the least homogeneous according to the principle
of the Central Node, the summary graph contains useful information about the network, in-
dicating, as discussed above, the "strength" with which books belong to the communities in
which they are placed.
Moreover, by means of effectiveness and efficiency, we present experiments comparing the
performance of our algorithm with existing algorithm Tian et al. (2008) and evaluate the qual-
ity of the obtained results when applying a clustering method. Effectiveness and efficiency of
the graph aggregation algorithm are the key performance indicators. The effectiveness of the
algorithm measures the quality of the obtained results in the context of a clustering to discover
the underlying structure of the network and compare the generated partition to that given by
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the expert (a priori partition). The efficiency of the algorithm measures its computation cost
by varying the number of groups (k) of the generated partition.

6.2 Efficiency Evaluation
In this subsection, we compare our algorithm and the k-SNAP algorithm in term of effi-

ciency. To realize this evaluation, we use the political blogs network (1490 nodes and 19090
edges) and we apply both approaches by varying the size of the generated partition. For each
simulation we choose a different value for k and we compute the execution times. The execu-
tion times (sec) for the two approaches are plotted in Figure (Fig 7). Our algorithm outperform
the k-SNAP approach, except when k has small values exactly between 4 and 32. Concerning

FIG. 7 – Efficiency : k-SNAP vs. our algorithm.

k-SNAP approach, the aggregation process does not take much time for small values of k.
This situation becomes increasingly bad when the size of the partition rises. This situation is
explained seeing that the principle of the algorithm is based on the comparison of each pair
of groups. Therefore, the larger the partition size is, the more complex the computational cost
is. However, our algorithm seems to be better for high values of k. This is quite logical as our
quality measure evaluates locally each group. When the size of the partition becomes small, the
evaluation takes less time and the computation cost is better. For this dataset, the performance
behavior of both is close to logarithmic allure.

6.3 Effectiveness Evaluation
In this experiment, we evaluate the effectiveness of our graph aggregation method on a real

dataset(114 nodes and 731 edges, Scapin et al. (2011)). The expert partition of this network
is known and consists of 9 groups. Unlike k-SNAP method which is based mainly on the at-
tributes contained in the nodes, our tool can handle also graphs without a priori knowledge
by carrying out a clustering method (see Section 4). The challenge is to discover the under-
lying structure of this network and compare the obtained results to the partition given by the
expert. The experimental part consists of the realization of an unsupervised classification of all
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documents into 9 groups and make a correspondence between the two partition by means of
contingency table. This real dataset includes all types of document that a person can possess
(finance, contact, calendar, health,...) which are represented by nodes. Links are connecting
pairs of documents that are often classified by the same users in the same box. A link will be
created if at least 30 users (threshold value) classify both documents in the same box. Note that
the experience was applied to 43 subjects. We adopt the Contingency Table (Fig 8) as a means
of representation in order to detect the difference between the resulting partition and the expert
partition.

FIG. 8 – Effectiveness : Contingency Table.

By analyzing this table, we note that in general, the partition obtained using our algorithm
confirms that given by the expert with the exception of two classes "H" and "I". Indeed, the
documents belonging to these classes are a bit scattered over several classes. We can say that
the definition made by the expert is ambiguous so that most subjects could not properly classi-
fied these documents. The interest of this study is to reconsider the classification made by the
expert by proposing some recommendations that may be useful for a new re-definition.

7 Conclusion

This paper has introduced a general tool for graphs aggregation which takes into con-
sideration the aspect of heterogeneity of these graphs. Our tool allow users to freely choose
according to the kind of graph, a scenario of aggregation and produce summaries based on the
selected features. Furthermore, like the k-SNAP algorithm, our method allow users to select
node attributes and relationships that are of interest and to fix a priori the size of the graph. We
have formally described our measures of evaluation based on the notions of common neigh-
bors and Central Node and presented the algorithm. Through experiments on a real datasets,
we interpreted the results obtained by applying our algorithm and show that this interpretation
is more significant than that the one obtained from k-SNAP. Our experiments also demonstrate
the effectiveness and efficiency of our method. As part of future work, we plan to change the
step of settings based on user selection; the goal is not to impose from the beginning a list of
attributes, but to dynamically choose the most effective attributes to split the set of nodes.
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