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Dans cet article, nous présentons une méthode d’extraction de segments dans des journaux
télévisés et radiophoniques en utilisant la presse écrite comme ancrage dynamique. Cette mé-
thode 1 a été élaborée dans le cadre du projet ANR Médialex, qui vise à renouveler la compré-
hension des dynamiques d’influence entre les agendas parlementaires, médiatiques et citoyens.
L’un des cas d’étude du projet concerne la couverture médiatique de la mort de Nahel Merzouk
et des révoltes qui ont suivi. La tâche est modélisée comme un calcul de similarité entre une
requête textuelle et une fenêtre glissante parcourant la transcription des émissions.

Données Les données de journaux radio et télévisuels (JTs) proviennent des transcriptions
automatiques de journaux d’information diffusés entre le 27 juin et le 3 juillet 2023 sur 27
chaînes de radio et télévision 2. L’ensemble totalise 925 heures d’émissions. Ces transcriptions
ont été réalisées avec le logiciel de reconnaissance et de transcription automatique de la parole
Vocapia et mises à disposition par l’Institut National de l’Audiovisuel (INA). Nos données de
presse sont issues du projet OTMedia (Viaud et al., 2018) et couvrent 433 titres de presse.

Méthodologie Pour sélectionner les extraits effectivement liés à notre thématique, nous avons
testé plusieurs méthodes, toutes fondées sur la correspondance entre une requête, liée à notre
sujet, et un segment du texte des transcriptions. La première méthode est une simple recherche
par mots-clés (tels que “Nahel”, “Nael”, “refus d’obtempérer”, “émeutes”, etc.). La deuxième
méthode repose sur un plongement de type Sentence-BERT (SBERT) (Reimers et Gurevych,
2019) issu du modèle CamemBERT (Martin et al., 2020). La requête devient alors la repré-
sentation vectorielle d’un résumé (généré par GPT-4o) décrivant les circonstances et les réper-
cussions de l’affaire Nahel. Notre troisième méthode se fonde sur la presse écrite pour obtenir
une nouvelle requête chaque jour. Nous utilisons les plongements SBERT des articles de la
presse du jour, sélectionnés car ils contiennent un des mots-clés évoqués ci-dessus. Nous te-
nons ainsi compte de la nature changeante de l’événement en le caractérisant différemment

1. https://github.com/Hortatori/slide_extract
2. Arte, BFM TV et radio, C8, CNews, Europe 1, France 2, France 3, France Inter, France 5, FranceBleu Régions,

France Culture, FranceInfo TV et Radio, LCI, LCP, M6, Radio Classique, RFI, RMC, RTL, TF1, TMC
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chaque jour. Chaque requête composée de plongements lexicaux (pour les méthodes 2 et 3) est
ensuite comparée à une minute de JT, qui est sélectionnée si elle est suffisamment similaire.

Résultats et Discussion Les méthodes sont évaluées à partir de segments annotés manuelle-
ment par l’INA 3 et nous-mêmes (TF1, France 2, Europe 1 et CNews). Les scores de précision

Texte de requête Accuracy Score F1 Precision Recall

mots-clés 0.72 0.35 0.98 0.21
unique résumé 0.92 0.90 0.85 0.95
articles quotidiens 0.94 0.92 0.90 0.95

TAB. 1 – Performances des extractions selon le texte de requête (le seuil optimal de chaque

méthode est celui utilisé pour l’évaluation).

globale (accuracy) et de F-mesure (F1) sont plus élevés pour les articles que pour les résumés
(tableau 1). Nos résultats montrent que la presse écrite apporte une meilleure couverture de la
diversité des faits abordés, ainsi qu’une détection plus précoce (dès le premier jour, alors que
le nom de “Nahel” n’est pas encore utilisé à la télévision).

Conclusion et Perspectives À représentation égale (des plongements lexicaux identiques),
l’usage de requêtes issues d’articles quotidiens surpasse un résumé global unique généré par un
LLM. La méthodologie présentée dans cet article est transférable, mais n’a pu être évaluée sur
d’autres événements. Une telle évaluation exige de définir une procédure à grande échelle, qui
n’a pu être mise en place ici. D’autre part, nous avons étudié un événement passé (en 2023),
pour lequel il est facile d’obtenir un résumé via un LLM en ligne. En temps réel, de tels LLMs
souffrent de leur absence de mise à jour des informations récentes, au contraire des textes de
presse, utilisés à la volée, qui sont par nature à jour des informations les plus récentes.
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